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ABSTRACT

This work addresses 3D human pose reconstruction in single images.
We present a method that combines Forward Kinematics (FK) with
neural networks to ensure a fast and valid prediction of 3D pose.
Pose is represented as a hierarchical tree/graph with nodes corre-
sponding to human joints that model their physical limits. Given a
2D detection of keypoints in the image, we lift the skeleton to 3D
using neural networks to predict both the joint rotations and bone
lengths. These predictions are then combined with skeletal con-
straints using an FK layer implemented as a network layer in Py-
Torch. The result is a fast and accurate approach to the estimation
of 3D skeletal pose. Through quantitative and qualitative evalua-
tion, we demonstrate the method is significantly more accurate than
MediaPipe in terms of both per joint positional error and visual ap-
pearance. Furthermore, we demonstrate generalization over different
datasets and sign languages. The implementation in PyTorch runs at
between 100-200 milliseconds per image (including CNN detection)
using CPU only.

Index Terms— 3D pose estimation, hand and body reconstruc-
tion.

1. INTRODUCTION

Human pose estimation is an active and challenging field of research
and recent years have seen significant progress in deep learning ap-
proaches to the estimation of 2D human key-points in images [1].
However, the breadth of potential applications, associated variabil-
ity in appearance and the complexity of human motion make this an
extremely challenging task. Lifting 2D to 3D (or estimating human
pose directly in 3D) has inherent ambiguities which must be over-
come using subtle visual cues. This often involves reasoning and/or
complex statistical priors or 3D meshes [2].

In this work, we demonstrate that domain-specific training of
pose regression outperforms existing general solutions, and we can
trade generality for accuracy by focusing on the application. Specifi-
cally, we focus on sign language. However, even in the more general
case, our simple approach can outperform the state-of-the-art.

Human pose estimation is an appealing first stage to support sign
language recognition as a human skeleton provides natural invari-
ance to a person, clothing, and background. However, sign language
has many of its own challenges that lead to common failures for
generic pose estimation techniques. During sign, the hands move
quickly resulting in motion blur which leads to keypoint detection
failure for frame-based pose estimation techniques. Furthermore,
sign involves extensive hand-to-hand and hand-to-face interactions.
These types of complex hand-to-body interactions are a common
point of failure for pose estimation techniques. Fig. 1 gives two
examples of OpenPose [3] and Monocular Total Capture [4] where

Fig. 1: Figure showing OpenPose failure for hand-to-hand interac-
tion and associated incorrectly reconstructed mesh for Monocular
Total Capture.

such hand-to-hand and hand-to-face interactions lead to failures in
estimation, e.g., ambiguous hand shape, distortion, or position.

This paper proposes a pose reconstruction pipeline that given a
single image uses neural networks to generate human joint orienta-
tions and bone-length predictions which are fused with a kinematics
model.

2. BACKGROUND

There are various techniques available for 3D pose estimation from a
single image, which can be broadly categorized into two groups. The
first group involves the direct regression of 3D points from the image
using either 2D pose key-points or features obtained from an image
processing model, such as a convolutional neural network (CNN).
The second group of methods utilizes forward kinematics (FK) in
combination with the uplift from 2D.

One design choice is whether to predict joint orientation via the
networks rather than position. In QuaterNet [7] the authors predict
3D rotation via a quaternion representation. Zhou et al. [8] show
that rotations in 3D have a continuous representation in at least five-
dimensional space. In [9], Levinson et al. demonstrate that a 9D ro-
tation matrix representation provides the best performance in model
training compared to other representations. In [7–9] FK is applied
to generate new poses after model prediction of rotations given a 3D
pose input.

Human 3D pose estimation from a single image via Inverse
Kinematics (IK) with an unscented Kalman filter was presented
in [10], which shows better results than numerical IK reconstruction
and faster convergence. Li et al. [11] exploit neural networks to pre-
dict 3D pose, then refine it using IK by running a twist-and-swing
decomposition [12] to estimate the rotations of body joints. A single
image approach was presented in [13] that predicts features and 2D
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Fig. 2: The pipeline for pose reconstruction from a single image. The input image undergoes a 2D detection (e.g., HRNet [5] or MediaPipe).
Separate networks then generate rotations and bone lengths for the body and hands, and a custom FK layer in PyTorch combines this
information to produce a 3D pose. Image source is DSGS EASIER dataset [6].

joints from an image, lifts them to 3D, and projects them back to
the image to refine the estimate. Yang et al. [14] describe pose es-
timation from images combining 3D regression and pose prediction
using Lie algebra with FK.

Pose reconstruction using a feed-forward network was demon-
strated by Zhao et al. [15]. In the context of sign, pose estimation
using quaternion prediction from 2D followed by FK was described
by Krishna et al. [16]. In Elepose [17], Wandt et al. propose an
unsupervised approach to 3D pose estimation (using only 2D poses
input) by selecting the pose with the maximum likelihood over ran-
dom 2D projections, where the likelihood is found via normalizing
flows on 2D poses.

3. POSE RECONSTRUCTION

Our network structure is shown in Fig. 2. We use a CNN backbone
to extract 2D key-points from an image, followed by four multi-
layer perceptrons (MLPs) that generate joint Euler angles and bone
lengths. Finally, a human pose is obtained via FK using the output
angles and limb lengths.

A fully-connected linear network (MLP) is used to predict an-
gles of human joints, and the FK propagates joint position and ro-
tations from the root. The rotation is represented via Euler angles.
We enumerate several reasons to justify this. Firstly, it is easier to
represent a rotation matrix that has fewer than 3 degrees of free-
dom (DoF). This is needed because the human pose consists of many
joints with only one or two DoF such as the elbows or fingers. Sec-
ondly, exploiting Euler angles helps to enforce additional limits and
constraints for the rotation of human joints. For instance, the head
can move around 90◦ degrees for roll, pitch, and yaw angles.

3.1. Angular network

The structure of the angular MLP includes several fully-connected
layers (e.g., 128-512 hidden units per layer) followed by a ReLU ac-
tivation except for the last layer where a sigmoid function is used.
The network’s inputs are 2D pose points flattened into a single vec-
tor. The sigmoid layer normalizes each output angle x̃ ∈ [0, 1]
range, and the angular constraint is enforced by multiplying the an-
gle’s limits, i.e., x = x̃ · (xmax − xmin) + xmin. This step not
only guarantees the network outputs valid angles but also solves the
problem of non-uniqueness and discontinuity (e.g., 0 and 2π) of the
Euler angle representation, since angles will always be lower than
180◦ corresponding to human limits. The root joint rotation has 3
DoF in the general case and remains unconstrained, i.e., it has range
[−π;π] for roll, pitch, and yaw. This enables a human to rotate,
perform a handstand, and lie on their side.

3.2. Limb lengths network

The bone length network has similar but smaller architecture than
the angular network, because its role is less complex. We use an
MLP with two layers in the experiments (see 4). The only constraint
enforced for limb length is it being greater than zero, but sigmoid
normalization can also be used to constrain bone lengths in the de-
sired range.

3.3. Forward kinematics

The output of the angular network and the MLP for bone length are
then combined in an FK layer to produce a 3D pose. The human
pose is represented as a hierarchical tree structure where a root node
is the root joint, e.g., center of the hips. The position and rotation of
the root joint indicate the origin of a pose and its orientation in the
camera frame.

The FK is performed by traversing a tree T with a breadth-first
search algorithm [18]. The computation of each joint position pi and
its rotation Ri, i > 0 (except for the root’s index 0) is performed as
Ri = RjR

′
i and pi = Ri oi + pj for each edge (i, j) of the graph

T , where j is a parent of i; oi denotes the offset constructed from a
bone length of a joint i, and R′

i is the relative rotation of 0 ≤ k ≤ 3
DoF computed from the predicted angles of the MLP. The rotation
R′

i with zero DoF equals an identity matrix. For instance, all points
on a head (eyes, ears, etc) share only one rotation since they do not
move independently. Hence, only one node has a full rotation de-
scribing the movement of the whole head while other points inherit
this rotation as part of the FK. The orientation of the root joint equals
to the relative rotation predicted by MLP since the root has no par-
ent: R0 = R′

0, and root location p0 (pose origin) defines translation
for all other points.

3.4. Objective function

The angular MLP can be supervised by a single or combination of
objective functions:

1. absolute difference w.r.t. the ground truth (GT) angles.

2. Euclidean distance between generated 3D and GT poses.

3. Euclidean distance between projected 3D and GT image
points.

Denote XW ∈ R3×N to be a pose of N points in columns
in the world frame, and P = K [R t] is a perspective projec-
tion matrix, where K is the intrinsic camera matrix, and (R, t)
are extrinsic parameters. The pose XW can be converted to pose
XC = RXW + t in the camera frame, and its projection onto im-
age plane is XI ∼ KXC . Each of these objective functions has



advantages and disadvantages. The first loss, when applied to the
predicted and the ground truth angles, provides faster training since
FK is avoided. However, the MLP does not explicitly learn anything
about the 3D point position, and errors on the root angles imply sig-
nificantly higher errors on 3D points.

FK predicts poses in the camera frame, therefore, the loss in 3D
is the Euclidean distance against the ground truth pose in the camera
frame ||X̂C − X∗

C ||. In the experiments, two separate models for
hands and body are used to avoid the fact that body pose errors are
significantly higher than errors on hands, which can be problematic
for training. This is useful as it allows the networks to be applied
independently when only body or hands points are available.

A slightly worse performance on the validation set comes from
the ground truth 2D points supervision when the reprojection error
function is used (i.e., ||X̂I - X∗

I ||), because a small change in esti-
mated 3D pose results in a less accurate 2D projection with respect
to the ground truth 2D points. Therefore, the network has to learn
more about correct projections than a 3D pose, and it also implies
significantly longer training.

The primary loss function used in the experiments is the Eu-
clidean distance versus GT pose in 3D. Comparable performance
is obtained using a combination of angular and 3D loss functions.
The authors of [8, 9, 19] also use 3D distance for error computation,
while in [7] the angular and pose losses are employed in different
scenarios. The combination of 3D and reprojection loss with suit-
able weights as suggested by Kendal et al. [20] is the best option,
because it enforces the model to learn both 3D points and their im-
age correspondence, but it requires more exhaustive computations.

In summary, the human pose reconstruction method starts from
the detection of 2D points from a single image using a CNN (Medi-
aPipe in our experiments). Afterward, it exploits four sub-networks:
two to predict joint angles and a further two for bone lengths of the
body and hands. The proposed approach does not intend to predict
the origin of a pose in 3D, because given only a single view this is a
very challenging task, and it is not important for sign language.

The angular network and the MLP for bone lengths are trained
separately to avoid the effect of one model on another. For the angu-
lar MLP training, the ground truth bone lengths and origin are used
to generate a 3D pose. For the bone length MLP, if the GT angles are
available, then the network also performs FK and calculates the error
in 3D, otherwise, the loss is computed as the absolute difference to
the ground truth bone values.

Since models are trained separately, a body is concatenated with
hands afterward. It is important to add additional weights to the
wrist points while computing the loss in 3D, otherwise, the error on
the wrist joint implies a higher error on hand joints. The benefit of
using a separate hand and body model is that only one MLP for both
hands can be employed by simply flipping the input and output for
the left hand.

4. EXPERIMENTS

For sign language, we train our model on the SMILE sign language
dataset [21]. The ground truth for the SMILE sign language dataset
was created by running IK with an Adam optimizer [22] using the
PyTorch library. The optimization is performed over joint angles,
bone lengths, and translations in 3D using calibrated multiview data
provided by the dataset owners. To demonstrate the superior perfor-
mance of the uplift process over generic approaches, we qualitatively
compare against MediaPipe on three popular sign language datasets,
SMILE dataset [21] which is Swiss German Sign Language (DSGS),
the PHEONIX2014 dataset [23] which is German Sign Language

(DGS) and the BOBSL dataset [24] which is British Sign Language
(BSL). The latter datasets were not seen/used during training and
demonstrate excellent generalization across different sign languages.
To provide a quantitative evaluation we first look at the accuracy on
the SMILE dataset before retaining our model on the popular 3D pose
estimation datasets PANOPTIC STUDIO [25], and HUMAN3.6M [26]
demonstrating state-of-the-art performance.

We use MediaPipe 2D key-points of the upper torso (19 joints)
as input to the lifting network since points below the waist are not
relevant in the context of sign, and often not visible in an image. The
body MLP generates in total 19 angles, i.e., one for each elbow, 3 for
each shoulder, 3 for head, 3 for the center of hips, 2 for the torso and
3 for the root, see Fig. 3 for visualization.

For PANOPTIC STUDIO and HUMAN3.6M datasets the input for
the body MLP is the full MediaPipe body pose (33 points) and the
target skeleton is the same as provided in datasets, i.e., 19 points for
the whole body for PANOPTIC and 17 joints for HUMAN3.6M. The
number of angles predicted by the MLP is 29 for PANOPTIC and 31
for HUMAN3.6M. A mapping of angles to joints is similar to the
sign dataset with new angles added for each leg.

The angular representation of a hand is adopted from [27], i.e.,
in total one hand has 26 angles. The SMILE and PANOPTIC datasets
have ground truth hands available, but HUMAN3.6M does not. Input
for the hand MLP is again MediaPipe detection of the 21 joints of a
single hand.

4.1. Quantative evaluation

The SMILE and PANOPTIC dataset were divided into training (80%
of all video sequences), validation (10%), and test (10%) sets. For
the HUMAN3.6M dataset five subjects are used for training and val-
idation while the other two for testing, this split is commonly named
as protocol #1 (see [28] or [13]).

MediaPipe 3D was obtained by running Holistic and Hands
models separately, with parameters set to non-static image, 50%
detection and tracking confidence (defaults values); and the highest
model complexity available.

Table 1: Per-joint position errors on the SMILE dataset. R, t, s are
rotation, translation, and scale applied to the predicted poses to align
with the ground truth (GT). B indicates GT bone lengths were used
in FK, otherwise, limb lengths are estimated by the separate net-
work. Columns show median error (‘median’), MediaPipe confi-
dence weighted average error (‘w. mean’), and standard deviation
(‘std’). The row #fails shows the number of times MediaPipe failed
to detect hands.

Per joint position error (cm)SMILE median w. mean std.

M
ed

ia
Pi

pe

bo
dy R, t, s 4.099 5.023 3.099

t, s 9.155 11.379 7.832

ha
nd

R, t, s 1.813 2.046 1.173
t, s 3.206 3.768 2.447
#fails 443376 (≈ 27.6%)

Pr
op

os
ed bo

dy

B,R, t 0.928 1.427 1.584
B, t 1.398 1.965 1.987
R, t 1.126 1.649 1.647
t 1.556 2.134 2.040

ha
nd

B,R, t 0.573 0.770 0.673
B, t 0.833 1.143 1.044
R, t 0.629 0.819 0.671
t 0.863 1.167 1.034



Table 2: Average, median, and standard deviation per-joint position
errors (cm) on PANOPTIC and test subjects (S9 and S11) for HU-
MAN3.6M datasets. Individual rows show a specific alignment.

Per joint position error (cm)Dataset median w. mean std.

PA
N

O
P

T
IC bo

dy

B,R, t 1.089 3.496 5.445
B, t 1.421 4.378 5.353
R, t 1.471 4.290 5.553
t 1.777 5.067 5.425

ha
nd

B,R, t 0.558 1.012 1.402
B, t 0.844 1.597 1.888
R, t 0.593 1.052 1.399
t 0.874 1.635 1.889

H
3.

6M

bo
dy

B,R, troot 4.173 5.395 5.567
B, troot 4.914 6.429 6.839
R, troot 4.747 5.778 5.412
troot 5.410 6.744 6.630

Results for the SMILE dataset are demonstrated in Table 1. Both
our and MediaPipe results are aligned using Kabsch-Umeyama al-
gorithm [29, 30], but our approach does not require scale alignment
as bone lengths with approximately similar scale are predicted by
the bone length MLP. Additionally, we report errors if the ground
truth bone lengths are applied. From the Table 1, it can be seen the
proposed network outperforms MediaPipe with significantly lower
errors even if only a translational alignment is done.

The statistical results on the HUMAN3.6M dataset, including
median and standard deviation of per-joint position error, are re-
ported in Table 2 across all test sequences. Evaluation protocol #1 in-
cludes aligning a predicted pose to the ground truth root joint (pelvis
point, see troot in the table). Accuracy on HUMAN3.6M is com-
parable to state-of-the-art which varies from 5.76 (best) to 16.21
(worst) [28].

The per-joint position errors for the PANOPTIC dataset are
shown in Table 2. We report errors separately on body and hands,
with or without using the ground truth bone lengths, and the Kabsch-
Umeyama alignment. The errors on body pose are higher than for
the sign language dataset, because actors in the PANOPTIC dataset
demonstrate more complex motion. The results for hands are similar
to the sign language dataset in terms of the median, but higher for
the average. The reason for this is that the two hand models were
trained separately, and the sign language dataset has better and more
samples for training. Directly comparing these results against the
state-of-the-art on PANOPTIC is challenging as papers such as [32]
do not train on PANOPTIC only evaluate performance on this dataset.
Despite this fact, if we look at the errors of Table 2 they are roughly
half of those reported in [32]. A fairer comparison against [33] uses
the same dataset and evaluation protocol where we reduce the error
on body estimation by over 20mm.

4.2. Qualitative evaluation

A visual comparison of the proposed model and MediaPipe [34] is
shown in Fig. 3 on various sign language datasets. Visually, poses
predicted by the proposed method are better, especially, with respect

This work received funding from the SNSF Sinergia project ’SMILE II’
(CRSII5 193686), the European Union’s Horizon2020 research and innova-
tion programme under grant agreement no. 101016982 ’EASIER’. This work
reflects only the authors view and the Commission is not responsible for any
use that may be made of the information it contains.

Fig. 3: Images show input signer (image left), MediaPipe output
(red) in the middle, and our pose (green) in the right. From the
top, we show SMILE dataset [21], middle RWTH-Phoenix Weather
2014 dataset [23] and bottom BBC-Oxford British Sign Language
dataset [24, 31].

to the face and hands. MediaPipe hands’ points are noisier without
the preservation of limb length and orientation constraints. In many
cases, MediaPipe hand detection completely failed for one or both
hands.

5. CONCLUSIONS

This paper presented a 3D uplift approach that combines MLPs for
3D pose reconstruction from a set of 2D pose points in a single im-
age. The primary contribution of this work is the combination of
multiple prediction networks with a forward kinematic model that is
able to generate valid and accurate 3D reconstructions. With a spe-
cific application to 3D pose estimation in sign language, the quanti-
tative and qualitative evaluation shows that the method outperforms
the commonly used MediaPipe 3D pose estimator in visual and ac-
curacy tests. Furthermore, the model is capable of providing state-
of-the-art performance on more general 3D pose estimation datasets.
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