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intrOductiOn

The concept of the cocktail party problem (CPP) 
was coined by Cherry (1953). It was proposed 
to address the phenomenon associated with hu-
man auditory system that, in a cocktail party 
environment, humans have the ability to focus 
their listening attention on a single speaker when 
multiple conversations and background interfer-
ences and noise are presented simultaneously. 
Many researchers and scientists from a variety 

of research areas attempt to tackle this problem 
(Bregman, 1990; Arons, 1992; Yost, 1997; Feng 
et al., 2000; Bronkhorst, 2000). Despite of all 
these works, the CPP remains an open problem 
and demands further research effort. Figure 1 il-
lustrates the cocktail party effect using a simplified 
scenario with two simultaneous conversations in 
the room environment.

As the solution to the CPP offers many practical 
applications, engineers and scientists have spent 
their efforts in understanding the mechanism of 
the human auditory system, and hoping to design 
a machine which can work similarly to the human 

abStract

Cocktail party problem is a classical scientific problem that has been studied for decades. Humans have 
remarkable skills in segregating target speech from a complex auditory mixture obtained in a cocktail 
party environment. Computational modeling for such a mechanism is however extremely challenging. 
This chapter presents an overview of several recent techniques for the source separation issues associated 
with this problem, including independent component analysis/blind source separation, computational 
auditory scene analysis, model-based approaches, non-negative matrix factorization and sparse cod-
ing. As an example, a multistage approach for source separation is included. The application areas of 
cocktail party processing are explored. Potential future research directions are also discussed.
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auditory system. However, there are no machines 
produced so far that can perform as humans in a 
real cocktail party environment. Studies on the 
human auditory system could help understand 
the cocktail party phenomenon, and offer hopes 
of designing a machine that could approach a 
normal human’s listening ability.

It has been observed that people with the per-
ceptive hearing loss suffer from insufficient speech 
intelligibility (Kocinski, 2008). It is difficult for 
them to pick up the target speech, in particular, 
when there exist some interfering sounds nearby. 
However, amplification of the signal is not suf-
ficient to increase the intelligibility of the target 
speech as all the signals (both target and interfer-
ence) are amplified. For this application scenario, 
it is highly desirable to produce a machine that 
can offer clean target speech to these hearing 
impaired people.

Scientists have attempted to analyze and 
simplify the complicated CPP problem, see, for 
example, a recent overview in (Haykin, 2005). A 
variety of methods have been proposed for this 
problem. For example, computational auditory 
scene analyses (CASA) approach attempts to 

transform the human auditory system into math-
ematical modeling using computational means 
(Wang & Brown, 2006; Wang, 2005). Blind 
source separation (BSS) is also used by many 
people to address this problem (Wang et al., 2005; 
Araki et al., 2003; Olsson et al., 2006; Makino 
et al., 2005). BSS approaches are based on the 
independent component analysis (ICA) technique 
assuming that the source signals coming from 
different speakers are statistically independent 
(Hyvarinen et al., 2001; Lee, 1998). Non-negative 
matrix factorization (NMF) and its extension non-
negative tensor factorization (NTF) have also been 
applied to speech and music separation problems 
(Smaragdis, 2004, Virtanen, 2007; Schmidt & 
Olsson, 2006, Schmidt & Laurberg, 2008, Wang, 
2009). Another interesting approach is the sparse 
representation of the sources in which the source 
signals are assumed to be sparse and hence only 
one of the source signals in the mixture is active 
while others are relatively insignificant for a given 
time instant (Pearlmutter et al., 2004; Bofill et al., 
2001; Zibulevsky & Pearlmutter, 2001). Some 
model based approaches have also been employed 
to address this problem (Todros et al., 2004; Radfar 

Figure 1. A simplified scenario of the cocktail party problem with two speakers and two listeners (mi-
crophones)
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et al., 2007). The following sections provide a 
detailed review of these techniques for addressing 
the cocktail party problem, in particular, for audio 
source separation which is a key issue for creating 
an artificial cocktail party machine.

backgrOund fOr 
audiO SOurceS

Audio sources are usually classified as speech, 
music or natural sounds. Each of the categories 
has its own specific characteristics which can be 
exploited during its processing. Speech sounds 
are basically composed of discrete phonetic 
units called phonemes (O’Shaughnessy, 2000; 
Deng & O’Shaughnessy, 2003). Due to the co-
articulation of successive phonemes, each signal 
that corresponds to a specific phoneme exhibits 
time varying properties. The resultant signal is 
composed of periodic harmonic pulses which are 
produced due to the periodic vibration of the vocal 
folds, a noise part which is generated because of 
the air passing via lips and teeth, or a transient 
part due to the release of pressure behind lips or 
teeth. Harmonics within the generated signal has 
periodic frequency components which are the 
multiples of a fundamental frequency component. 
In real speech signals the fundamental frequency 
component of the periodic phonemes varies due 
to the articulation, but typically for male speech 
is 140 Hz, and 200 Hz for female speech with 
variation of 40 Hz for each.

Music sources (Hall, 2001) generally consti-
tute of sequences of notes or tones produced by 
musical instruments, singers and synthetic instru-
ments. Each note is composed of a signal which 
further can be made of a periodic part containing 
harmonic sinusoids produced by blowing into pipe 
or bowing a string, or a transient part generated 
due to hitting a drum or plucking a string, or a 
wideband noise produced by blowing the wind 
instruments. For example, in western music the 
periodic frequencies of the notes generated typi-

cally remain constant or varying slowly. Musical 
instruments usually produce musical phrases 
which are composed of successive notes without 
any silence between the notes. Unlike monophonic 
music, polyphonic sounds are composed of several 
simultaneous notes that are generated by multiple 
musical instruments.

The third source comes from the environment, 
called natural sounds (Gygi et al., 2004). Their 
characteristic varies depending on the origin of the 
natural sound. Similar to the speech and music sig-
nals it can also be classified as periodic, transient 
and noise. For example, a car horn produces the 
natural periodic sound signal, a hammer thrash-
ing the hardwood generates the transient signal 
and raining results in a wideband noise signal. 
The discrete structure of natural sound is simpler 
as compared with the organization of notes and 
phonemes. In this chapter, we will mainly focus 
on the first type of the audio source signal i.e. 
speech signals. The methods for the CPP discussed 
in this chapter are mainly applied in context of 
the speech signals.

cOMPutatiOnal auditOry 
Scene analySiS

The ear is mainly composed of three parts: the 
outer ear, the middle ear and the inner ear. The 
outer ear constitutes of a flap of tissue which is 
visible and called pinna, and the auditory canal 
(Mango, 1991). The combination of pinna and 
auditory canal helps in sound source localization. 
Sound moving through the auditory canal results 
in the vibration of eardrum within the middle ear. 
The middle ear transmits these vibrations to the 
inner ear. The middle ear, which is composed of 
three small bones i.e., the malleus, incus, and 
strapes, plays an important role in the transmis-
sion of vibrations. The middle ear is an impedance 
matching device between the air and fluid-filled 
inner ear. Inside the inner ear there is an organ 
called cochlea containing fluid. The vibrations 
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transferred into the inner part of the ear press the 
cochlear fluid and hence stimulate the hair cells 
in the cochlea. Hair cells have a role of converting 
physical vibrations into a set of nerve responses 
(i.e. electrical signals), and they are frequency-
selective, which means that different regions of the 
cochlea, more precisely different areas of basilar 
membrane, response to different frequencies (hair 
cells at the end near the oval window correspond 
to high frequency up to 20 kHz, and those in a nar-
row part to low frequency). Therefore the cochlea 
performs a kind of spectral analysis and can be 
modeled as a bank of band-pass filters (Auditory 
scene analysis: listening to several things at once, 
2007). Electrical signals from the cochlea are 
transferred as neural impulses along the auditory 
nerve towards the brain. The central parts of the 
auditory system are relatively complex and less 
understood in comparison to periphery.

CASA is the study of auditory scene analysis 
(ASA) by computational means (Wang & Brown, 
2006). ASA is the process by which the human 
auditory system organizes sound into perceptually 
meaningful elements. The concept of ASA was 
coined by Bregman (1990). The human auditory 
system is complicated and constitutes of two ears 
and auditory routes (Haykin et al., 2005). Specifi-
cally it is a refined system which has the ability 
to distinguish the frequency components coming 
from different sources and also can find the exact 
location for the source signals. This ability of the 
human auditory system is very unique because of 
the fact that the frequency component arrangement 
inside the signal and the combination of signals is 
very perplexing. Generally speaking, the human 
auditory system performs sound localization and 
recognition in order to pick up the target signal 
from the cocktail party environment. In literatures 
we can find different approaches for the localiza-
tion of sound signal, for example (Blauert, 1983; 
Yost, 2000). Time difference, level difference 
and spectral difference are the important acoustic 
cues used for the localization of sound sources. 
The recognition can be well explained from the 

work presented by Bregman (1990). According 
to his analysis recognition can be done in two 
major steps called sound segregation and sound 
determination. Segregation of sound sources can 
be achieved using feature selection and feature 
grouping. Feature selection consists of some very 
important features like pitch. Feature grouping ba-
sically combines the incoming sound components 
in such a way that a stream of similar components 
corresponding to a single sound source is grouped 
together. Sound determination is then performed 
to identify the elements within the sound stream 
rather than just segregation.

Hence CASA systems are machine listening 
systems that aim to separate mixtures of sound 
sources in the way that the human auditory system 
does. The fundamental steps required in order to 
segregate the speech signal by CASA systems are: 
First, to analyze the signals in such a way that the 
interfering speech signals can be neglected. In the 
second step, a recognition process is involved 
where the speech signals mixed in a stream are 
analyzed according to their statistical property 
that is important for recognizing the target signal. 
The last step called synthesis involves reorganiz-
ing the target signals from the separated sound 
stream. CASA approaches have been employed 
to investigate the cocktail party problem (Wang et 
al., 2006; Wang, 2005; Cooke et al., 2001, Cooke, 
2002). The architecture of a typical CASA system 
is shown in Figure 2.

In general, there are two types of approaches 
for the separation of the target signal in the cock-
tail party environment in the context of CASA. 
The first one is called “signal-driven” approach 
which is used for the segregation of the auditory 
scene into the different components belonging to 
the different sound streams (Bregman, 1990). The 
second one called “knowledge-driven” approach 
uses the prior knowledge of the unknown speech 
sources, so that the target signal can be separated 
from the interference. In 1994, Brown and Cooke 
investigated some of the key issues related to the 
early CASA methods (Brown & Cooke, 1994). 
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Specifically they avoid the assumptions made 
about the type and number of sources. They 
proposed to model the human auditory system 
into separate parts. The key parts are ear filter-
ing, cochlear filtering and central processing 
(combination of different auditory maps which 
shows onset, offset, periodicities and frequency 
transitions). Wang and Brown (1999) extended 
the work of Brown and Cooke by replacing the 
central processing with a double layer oscillator 
network and applied simple computational meth-
ods for auditory feature extraction.

A technique called ideal binary masking (IBM) 
has been recently used in CASA to segregate the 
target signal from the interference (Wang et al., 
2006). Consider a microphone signal recorded 
in a cocktail party problem: x(t) = s1 (t) + s2 (t), 
where s1 (t) is the target speech signal and s2 
(t) is the interference speech signal and t is the 
discrete time instant. Denote X, S1 and S2 as the 
time-frequency (T-F) representation of x(t), s1 (t) 
and s2 (t), obtained from some T-F transformation 
respectively. Then the ideal binary mask (IBM) for 
s1 (t) with respect to s2 (t), is defined as follows,

M t, f
S t, f S t, f

1
1 21

0
( )

( ) ( )
=

>


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The target speech s1 (t) can then be extracted 
by applying the IBM to X, followed by an inverse 
T-F transform. The decision is binary, and hence 
the intelligibility of the segregated speech signal is 

high. But on the other hand the resultant mask M1 
entirely depends on the availability of the target and 
interference speech signals. In practice, the target 
and interference signals are usually unknown, and 
the mask has to be estimated from the mixtures.

blind SOurce SeParatiOn

Another technique to address the cocktail party 
problem is BSS, where the mixing process is 
usually described as a linear convolutive model 
and convolutive ICA algorithms can then be ap-
plied to segregate the source signals from their 
mixtures assuming the sources are statistically 
independent (Araki et al., 2003; Olsson & Hansen, 
2006; Makino et al., 2005; Mitianondis & Davies, 
2002; Nickel & Iyer, 2006; Pedersen et al., 2008). 
BSS is an approach used for the estimation of the 
source signals having only the information of the 
mixed signals observed at each input channel, 
without prior information about sources and the 
mixing channels. Its potential applications include 
speech segregation in cocktail party environment, 
teleconferences and hearing aids. In such appli-
cations, the mixture signals are reverberant, due 
to the surface reflections of the rooms. ICA is a 
major statistical tool for the BSS problem, for 
which the statistical independence between the 
sources is assumed (Hyvarinen et al., 2001; Lee, 
1998). The mathematical model (Ainhoren, 2008) 
used to describe the ICA is given as,

Figure 2. Schematic diagram of a typical CASA system
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where s1 (t),...., sN (t) representing unknown source 
signals in the cocktail party environment, x1(t),...., 
xM(t) denote the mixture signals (e.g. microphone 
recordings). If the coefficients aij(i = 1,…,M and 
j = 1,…,N) are scalars, the resultant mixtures 
are referred to as instantaneous mixtures, and if 
they are filters, the mixtures are referred to as 
convolutive mixtures. If N = M, i.e., the number 
of sources equals to the number of mixtures, it 
is called exactly determined BSS problem. If N 
> M, it is the under-determined case, and N < M 
the over-determined BSS problem. A schematic 
diagram of a typical two input two output BSS 
system is given in Figure 3, in which A represents 
the unknown mixing system and B is the demixing 
system used for the estimation of the unknown 
source signals.

The BSS approach using ICA can be applied 
either in the time domain (Pedersen at al., 2008; 
Cichocki & Amari, 2002) or in the frequency 
domain (Wang et al., 2005; Araki et al., 2003; Ols-
son & Hansen, 2006; Makino et al., 2005) or their 
hybrid (Lee et al., 1997; Lambert & Bell, 1997), 
assuming that the source signals are statistically 
independent. The time-domain approaches attempt 
to extend the instantaneous ICA model to the con-
volutive case. They can achieve good separation 
performance once the algorithms converge, as the 

independence of segregated signals is measured 
accurately (Makino et al., 2005). However the 
computational cost for the estimation of the filter 
coefficients in the convolutive operation can be 
very demanding, especially when dealing with 
reverberant mixtures using long time delay filters 
(Amari et al., 1997; Matsuoka & Nakashima, 
2001; Buchner et al., 2004; Douglas & Sun, 2002; 
Douglas et al., 2005).

To improve the computational efficiency, the 
frequency domain BSS approaches transform the 
mixtures into the frequency domain, and then ap-
ply an instantaneous but complex ICA algorithm 
to each frequency bin (Wang et al., 2005; Araki 
et al., 2003; Parra & Spence, 2000; Schobben & 
Sommen, 2002; Sawada et al., 2003; Mukai et 
al., 2004). As a result, many complex valued and 
instantaneous ICA algorithms that have already 
been developed can be directly applied to the fre-
quency domain BSS. However an important issue 
associated with this approach is the permutation 
problem, i.e., the permutation in each frequency 
bin may not be consistent with each other so that 
the separated speech signal in the time domain 
contains the frequency components from the other 
sources. Different methods have been developed 
to solve this problem. By reducing the length of 
the filter in the time domain (Buchner et al., 2004; 
Parra & Spence, 2000) the permutation problem 
can be overcome to some extent. Source localiza-
tion approach has also been employed to mitigate 
the permutation inconsistency (Soon et al., 1993; 
Sawada et al., 2004). Another technique for the 
alignment of the permutations across the frequency 
bands is based on correlation between separated 

Figure 3. Schematic diagram for a typical BSS system with two sources and two mixtures. Unknown 
source signals: s, observed signals: x, estimated signals: y
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source components at each frequency bin using 
the envelope similarity between the neighboring 
frequencies (Murata et al., 2001).

The third approach is the combination of both 
time and frequency domain approaches. In some 
methods (Lee et al., 1997; Back & Tosi, 1994), 
the coefficients of the FIR filter are updated in 
the frequency domain and the non-linear functions 
are employed in the time domain for evaluating 
the independence of the source signals. Hence 
no permutation problem exists any more, as the 
independence of the source signals is evaluated 
in the time domain. Nevertheless, the limitation 
of this hybrid approach is the frequent switch 
between two different domains at each step and 
thereby consuming extra time on these inverse 
transformation operations.

The separation performance of many devel-
oped algorithms is however still limited, and leaves 
a large room for improvement. This is especially 
true when dealing with reverberant and noisy 
mixtures. For example in the frequency-domain 
BSS framework, if the frame length of the DFT is 
long and the number of samples in each frequency 
bin is small, the independence assumption may 
not be satisfied. Similarly, if the short length DFT 
frame is used, the long reverberations cannot be 
covered and hence the segregation performance 
is limited (Araki et al., 2003).

Apart from the above discussed methods, 
some authors consider the assumption of W-
disjoint orthogonality for speech signals in order 
to separate the source signals from the observe 
data. For example in (Jourjine et al., 2000), for a 
given windowing function W(t), two sources, si(t) 
and sj(t) are called W-disjoint orthogonal if the 
supports of the short-time Fourier Transform of 
si(t) and sj(t) are disjoint (Jourjine et al., 2000). The 
windowed Fourier Transform of si(t) is defined as,

F s w W t s t e dtw
i i

iwt


 = − −

−∞

∞

∫( , ) ( ) ( )τ τ  (3)

which can be denoted as s wi
w( , )t . The W-disjoint 

orthogonality assumption can be expressed as 
below (Jourjine et al., 2000).

s w s w i j wi
w

j
w( , ) * ( , ) , , ,τ τ τ= ∀ ≠ ∀0  (4)

This equation implies that either of the sourc-
es is zero for any w and τ as long as two sources 
do not come from the same source. If w(t) = 1, 
then s wi

w( , )t  can be interpreted as the Fourier 

Transform of si(t), which can be referred to as 
si(w). Therefore, W-disjoint orthogonality can be 
written as,

s w s w i j wi j( ) * ( ) , ,= ∀ ≠ ∀0  (5)

which represents the property of disjoint orthogo-
nality (Jourjine et al., 2000).

Another challenging problem is to separate 
moving sources rather than stationary in a cock-
tail party environment. A recent work by (Naqvi 
et al., 2009) is devoted to the blind separation of 
moving sources. Here a multimodal approach is 
proposed for the segregation of moving speech 
sources. The key issue in blind estimation of 
moving sources is the time varying nature of 
the mixing and unmixing filters, which is hard 
to track in real world. In this work the authors 
applied the visual modality for the separation of 
moving sources as well as stationary sources. The 
3-D tracker based on particle filtering is used to 
detect the movement of the sources. This method 
performs well for the blind separation of moving 
sources in a low reverberant environment.

So far, two important techniques for the CPP 
were discussed in detail. It is interesting to make 
a comparison between these two techniques. In 
the case of BSS, the unknown sources are as-
sumed to be statistically independent. However, 
no such assumption is required for CASA. On the 
other hand, the IBM technique used in the CASA 
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domain needs to estimate the binary mask from 
the target and interference signals which should 
be obtained from the mixture in practice. Another 
difference is in the way how the echoes within the 
mixture are dealt with by these two techniques. 
In BSS algorithms (Wang et al., 2005; Araki et 
al., 2003; Olsson & Hansen, 2006; Makino et al., 
2005), such a situation is modeled as a convolutive 
process. On the other hand CASA approaches deal 
with echoes based on some intrinsic properties of 
audio signals, such as, pitch, which are usually 
preserved (with distortions) under reverberant 
conditions. However, the human auditory system 
has a remarkable ability of concentrating on one 
speaker by ignoring others in a cocktail party 
environment. Some of the CASA approaches 
(Wang & Brown, 1999) work in a similar man-
ner i.e. extracting a target signal by treating other 
signals as a background sound. In contrast, BSS 
approaches attempt to separate every source signal 
simultaneously from the mixture. Motivated by 
the complementary advantages of the CASA and 
BSS approaches, we have developed a multistage 
approach in (Jan et al., 2009, 2010) where a 
convolutive BSS algorithm is combined with the 
IBM technique followed by cepstral smoothing. 
The details of this method (Jan et al., 2009) will 
be discussed later in this chapter as an example.

MOdel baSed aPPrOacheS

Another method to address the cocktail party prob-
lem is based on the statistical modeling of signals 
and the parameters of the model are estimated from 
the training data. Some model based approaches 
have been used for the blind separation of speech 
signals e.g., (Todros & Tabrikian, 2004; Radfar & 
Dansereau, 2007; Ichir & Djafari, 2006; Radfar et 
al., 2006). In (Todros & Tabrikian, 2004) Gaussian 
mixture model (GMM) which is widely used for 
the modeling of the highly complex probability 
density functions (pdf), is employed for the mod-
eling of the joint pdf of the sources by exploiting 

the non-gaussianity and/or non-stationarity of the 
sources and hence the statistical properties of the 
sources can vary from sample to sample.

In (Radfar & Dansereau, 2007) the model-
based approach is used for single channel speech 
separation. The authors considered the problem as 
speech enhancement problem in which both the 
target and interference signals are non-stationary 
sources with same characteristics in terms of pdf. 
Firstly, in the training phase, the patterns of the 
sources are obtained using the Gaussian composite 
source modeling. Then the patterns representing 
the same sources are selected. Finally, the estima-
tion of the sources can be achieved using these 
selected patterns. Alternatively, a filter can be 
built on the basis of these patterns and then ap-
plied to the observed signals in order to estimate 
the sources.

Source separation in the wavelet domain by 
model-based approaches has been considered in 
(Ichir & Djafari, 2006). This method consists of 
a Bayesian estimation framework for the BSS 
problem where different models for the wavelet 
coefficients have been presented. However there 
are some limitations with the model based ap-
proach. The trained model can only be used for 
the segregation process of the speech signals with 
the same probability distribution, i.e., the pdf of 
the trained model must be similar to that of the 
observation data. In addition, the model based 
algorithms can perform well only for a limited 
number of speech signals.

nOn negative MatriX/
tenSOr factOrizatiOn

NMF was proposed by Lee & Seung in 1999. Using 
the constraint of non-negativity, NMF decomposes 
a non-negative matrix V into the product of two 
non-negative matrices W and H, given as:

V W Hmxn mxr rxn=  (6)
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where (n + m) r < mn. Unlike other matrix fac-
torizations, NMF allows only additive operations 
i.e. no subtractions (Lee & Seung, 1999, Lee & 
Seung, 2001, Laurberg et al., 2008). As NMF does 
not depend on the mutual statistical independence 
of the source components, it has a potential to 
segregate the correlated sources. NMF has been 
applied to a variety of signals including image, 
speech or music audio. In (Cichocki et al., 2006) 
the authors attempted to separate the general form 
of signals from the observe data i.e. both posi-
tive and negative signals using the constraints of 
sparsity and smoothness. For machine audition of 
audio scenes, NMF has also found some applica-
tions. For example, it has been applied to music 
transcription (Smaragdis & Brown, 2003, Wang 
et al, 2006) and audio source separation (Smarag-
dis, 2004, Smaragdis, 2007, Wang & Plumbley, 
2005, Parry & Essa, 2007, FitzGerald et al, 2005, 
FitzGerald et al, 2006, Morup et al, 2007, Schmidt 
& Morup, 2006, Wang, 2007, Virtanen, 2007, 
Wang et al, 2008, Wang et al, 2009). In these ap-
plications, the audio data are usually transformed 
to non-negative parameters, such as spectrogram, 
which are then used as the input to the algorithms. 
The application of the NMF technique to the CPP 
problem is still an emerging area which attracts 
increasing interests in the research community. 
For an overview of recent progress on NMF for 
audio and speech applications, readers may refer 
to another chapter by Wang in this book.

SParSe rePreSentatiOn 
and cOMPreSSed SenSing

Separation of signals blindly from their under-
determined mixtures has attracted a great deal of 
attention over the past few years. It is a challenging 
source separation problem. One of the most com-
mon methods adopted for this problem is based on 
the sparse representation of signals (Zibulevsky & 
Bofill, 2001; Davies & Mitianoudis, 2004; Fevotte 
& Godsill, 2005; Zibulevsky & Pearlmutter, 2001). 

Closely related to sparse representation, there is 
an emerging technique called compressed sens-
ing, which suggests that a signal can be perfectly 
recovered based on information rate, instead of 
the Nyquist rate, and random sampling, instead of 
uniform sampling, under certain conditions. It has 
been observed that compressed sensing exploits 
two important properties (Candès, 2006, Candès & 
Wakin, 2008; Donoho, 2006; Candès & Romberg, 
2007). The first one is sparsity, which means that 
many natural signals can be represented in some 
proper basis in sparse (compressible) form. The 
second property is incoherence, i.e. the signal 
which is represented in some proper basis in 
sparse form should be dense as compared to the 
original representation of the signal. It is basically 
the extension of duality property between time 
and frequency domain.

There are similarities between the compressed 
sensing and source separation and their connec-
tions have been explored by (Blumensath & 
Davies, 2007), and further investigated by (Xu 
& Wang, 2008, Xu & Wang, 2009). It was found 
that the compressed sensing based signal recovery 
methods can be applied to the source reconstruc-
tions provided that the unmixing matrix is avail-
able or has been estimated (Zibulevsky & Bofill, 
2001; Davies & Mitianoudis, 2004; Fevotte & 
Godsill, 2005; Zibulevsky & Pearlmutter, 2001; 
Blumensath & Davies, 2007).

a MultiStage aPPrOach

As mentioned above, both ICA and IBM have 
some limitations, i.e., the performance of the ICA 
is limited under the reverberant and noisy condi-
tions and for the IBM technique, both the target 
speech and interference signal should be known a 
priori. In order to improve their performance, we 
have recently proposed a novel algorithm for the 
separation of convolutive speech mixtures based on 
the combination of ICA and IBM (Jan et al, 2009, 
Jan et al, 2010). The proposed method consists of 
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three steps. First, a constrained convolutive ICA 
algorithm (Wang et al., 2005) is applied to the 
binaural recordings to obtain the source signals. 
As is common to many other existing ICA algo-
rithms, the separated target speech from this step 
still contains a considerable amount of interference 
from other sources. The performance steadily 
degrades with the increase of reverberation time 
(RT). To further reduce the interference, we use 
IBM to process the outputs from the previous step. 
Specifically, we estimate the ideal binary mask by 
comparing the energy of corresponding T-F units 
from the binaural outputs of the convolutive ICA 
algorithm. The estimated binary masks are then 
applied to the original mixtures for obtaining the 
target speech and interfering sources. The third step 
in our algorithm is to reduce musical noise using 
cepstral smoothing, where the noise was introduced 
by the errors in the estimation of the binary masks 
(Madhu et al., 2008; Araki et al., 2005). More 
specifically, we transform the binary mask into 
the cepstral domain, and smooth the transformed 
mask over time frames using the overlap-and-add 
technique. The benefit of doing this is that it is easier 
to distinguish the unwanted isolated random peaks 
from the mask patterns resulting from the spectral 
structure of the segregated speech in the cepstrum 
domain. As a result, we can apply different levels 
of smoothing to the binary T-F mask based on their 
various frequency ranges. The smoothed mask 
is transformed back into the T-F plane, which is 
then applied to the binaural outputs of the previ-
ous step in order to reduce the musical noise. Our 
multistage algorithm was first presented in (Jan 
et al., 2009), and the implementation details and 
systematic evaluations were provided in (Jan et 
al., 2010). Here, we briefly review this algorithm.

Stage 1. BSS of Convolutive Mixtures in the 
Frequency Domain

In a cocktail party environment, N speech 
signals are recorded by M microphones, and 
this can be described mathematically by a linear 
convolutive model,

x n h p s n p j Mi ji i
p

P

i

n

( ) ( ) ( ) ( ,..., )= − + =
==
∑∑ 1 1

11

 

(8)

where si and xj are the source and mixture sig-
nals respectively, hji is a P-point room impulse 
response. This time-domain convolutive source 
separation problem can be converted to multiple 
instantaneous problems in the frequency domain 
(Wang et al., 2005; Araki et al., 2003) by apply-
ing short time Fourier transform (STFT). Using 
matrix notations, we have

X k m H k S k m( , ) ( ) ( , )=  (9)

where k represents the frequency index and m is 
the discrete time index. The mixing matrix H(k) is 
assumed to be invertible and time invariant. The 
sources are then estimated by apply an unmixing 
filter W(k) to the mixtures,

Y k m W k X k m( , ) ( ) ( , )=  (10)

where Y(k, m) represents the estimated source 
signals, and W(k) is estimated based on the as-
sumption of independence. There are many algo-
rithms that are suitable for this, e.g. (Araki et al., 
2003; Parra & Spence, 2000; Sawada et al., 2007; 
Araki et al., 2007; Araki et al., 2004; Cichocki & 
Amari, 2002). In our multistage algorithm, we 
have used the constrained convolutive ICA ap-
proach in (Wang et al., 2005) for the separation 
in this stage. To further improve the separation 
quality, we apply the IBM technique to process 
the separated signal.

Stage 2. Combining Convolutive ICA and Binary 
Masking

Applying an inverse Fourier transform,Y(k, 
m) obtained above can be converted back to the 
time domain denoted as,
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Y n Y n Y n T( ) [ ( ) ( )]= 1 2  (11)

Scaling is further applied to Y1(N)and Y2(N) 
for obtaining the normalized outputs Y n1( )and

Y n2( ) . After this we transform the two normalized 

outputs and into the T-F domain using STFT,

 Y k m STFT Y ni i( , ) ( ( ))=  (12)

By comparing the energy of each T-F unit of 
the above two spectrograms, the two binary masks 
are estimated as,
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where τ is a threshold for controlling the sparseness 
of the mask, and typically τ = 1 was used in our 
work (Jan et al, 2009, Jan et al, 2010). The masks 
are then applied to the T-F representation of the 
original two microphone recordings as follows

Y k m M k m X k m ii
f

i
f

i( , ) ( , ). ( , ) ,= = 1 2  

(15)

The source signals in the time domain are 
recovered using the inverse STFT (ISTFT).

Y n ISTFT Y k m ii
t

i
f( ) ( ( , )) ,= = 1 2  (16)

As found in (Jan et al, 2009, Jan et al, 2010), 
this masking technique considerably improves the 
separation performance over that achieved by the 

convolutive ICA algorithm. However, a typical 
problem associated with the binary T-F masking 
is the so-called musical noise problem due to 
the the errors in mask estimation (Madhu et al., 
2008; Araki et al., 2005). To address this issue, we 
employ a cepstral smoothing technique (Madhu 
et al., 2008) as detailed in the next subsection.

Stage 3. Cepstral Smoothing of the Binary Mask

The idea of using cepstral smoothing to reduce 
the musical artifacts was motivated by the speech 
production mechanism (Madhu et al., 2008; Op-
penheim & Schafer, 1975). That is, for different 
frequency bands, different levels of smoothing 
are applied. By doing this, not only the broadband 
structure and pitch information in the speech signal 
are preserved, but also the musical artifacts can be 
reduced. Representing the binary masks of equa-
tion (6) and (7) in the cepstrum domain we have,

M l m DFT ln M k m k Ki
c

i
f( , ) { ( ( , )) { ,..., }= = −−1 0 1  

(17)

where l and k are the quefrency bin index and 
the frequency bin index respectively (Madhu et 
al., 2008). DFT represents the discrete Fourier 
transform and K is the length of the DFT. After 
applying smoothing the resultant smoothed mask 
is given as,

M l m M l m M l m ii
s

l i
s

l i
c( , ) ( , ) ( ) ( , ) ,= − + − =γ γ1 1 1 2  

(18)

where γl is a parameter for controlling the smooth-
ing level, and is selected as follows,

γ
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where 0 1≤ < < ≤γ γ γenv pitch peak , lenv  is the 

quefrency bin index that represents the spectral 
envelope of the mask and lpitch  is the quefrency 

bin index for the pitch. The underlying principle 
for the choice of γl is the illustrated as follows. 
Mc (l,m), l ∈ {0,…,lenv}, basically represents the 
spectral envelop of the mask Mf (k,m). In this 
region the relatively low value is selected for γl 
to avoid the distortion in the envelope. Also, low 
smoothing is applied if l is equal to lpitch so that 
the harmonic structure of the speech signal is 
maintained. High smoothing is applied in the last 
range to reduce the artifacts. Different from 
(Madhu ET Al., 2008) We calculate the pitch 
frequency by using the segregated speech signal 
obtained in the previous subsection, as follows, 

l argmax sig l m l l lpitch l
c

low high= ≤ ≤{ ( , ) | }  

(20)

where sig l mc( , )  is the cepstrum domain repre-

sentation of the segregated speech signal yt (n). 
The range llow, lhigh is chosen so that it can accom-
modate pitch frequencies of human speech in the 
range of 50 to 500 HZ. The final smoothed version 
of the spectral mask is given as, 

M k m DFT M l m l Ki
f

i
s( , ) exp( { ( , ) | ,...., })= = −0 1  

(21)

This smoothed mask is then applied to the 
output segregated speech signals of the previous 
subsection to get the signals with reduced musical 
noise, as follows,

Y k m M k m Y k mi
f

i
f

i
f( , ) ( , ). ( , )=  (22)

relatiOnS tO Other MethOdS

We have evaluated substantially the multistage 
approach discussed above using the audio mix-
tures generated by the simulated room model 
(Allen & Berkley, 1979), and the real recorded 
room impulse responses in (Pedersen et al., 2008). 
More details about the evaluations can be found 
in (Jan et al., 2009, Jan et al., 2010). Here, we 
only briefly discuss the separation performance 
that can be achieved with the multistage algo-
rithm, as compared with two recent methods. 
Clean speech signals from a pool of 12 sources 
(Pedersen et al., 2008) were randomly selected 
to generate the reverberant mixture. In (Wang et 
al., 2005), the authors proposed a method for the 
segregation of speech signals using the frequency 
domain convolutive ICA approach. The results in 
terms of signal to noise ratio (SNR) for separated 
speech signals in (Wang et al., 2005) shows that the 
segregated signal contains a considerable amount 
of interference from other sources. In contrast to 
the method in (Wang et al., 2005), our proposed 
approach has better separation performance in 
terms of SNR measurements. Our results show 
that the multistage algorithm offers 3-4 dB gain in 
comparison to the method in (Wang et al., 2005). 
Listening tests also shows that our proposed 
method considerably improves the separation 
performance by suppressing the interference to 
a much lower level as compare to the method in 
(Wang et al., 2005). In the multistage algorithm, 
the complementary advantages of both techniques 
i.e. ICA and IBM are exploited to improve the 
performance of the separation system in contrast to 
the method in (Wang et al., 2005), and the musical 
noise is further reduced by cepstral smoothing.

The authors of (Pedersen et al., 2008) proposed 
a method in which ICA is also combined with 
IBM to improve the segregation performance in 
terms of interference suppression. However, our 
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multistage method employed cepstral smoothing 
which can reduce the artifacts (musical noise) 
introduced due to the estimation of the binary 
masks. Also a constrained convolutive ICA (Wang 
et al., 2005) is used in the multistage algorithm, 
while the instantaneous ICA algorithm is used in 
(Pedersen et al., 2008). It was also shown in (Jan 
et al., 2009, Jan et al., 2010) that the multistage 
approach is 18 times faster than the method in 
(Pedersen et al., 2008) in extracting the target 
speech signal from the convolutive mixture. Read-
ers can find more details about the experimental 
set up and results including subjective listening 
test results of the multistage approach in (Jan et 
al., 2009, Jan et al., 2010).

aPPlicatiOn areaS

There are many applications that can benefit from 
the solution of the cocktail party problem, such as 
teleconferencing, speech recognition, bio-inspired 
systems, hearing aid, and reverberant environ-
ments, see e.g., (Yegnanarayana & Murthy, 2000, 
Wu & Wang, 2006). For example, in teleconfer-
encing systems there might be multiple speakers 
talking at the same time, and echoes might also 
be a problem. To distinguish one speaker from 
another and the original speech from its echoes 
is necessary in this application. Progress in the 
cocktail party problem can facilitate the develop-
ment of high quality teleconferencing systems 
with fewer practical constraints.

Speech recognition is another promising appli-
cation area. Although the area of speech recogni-
tion has been developed for several decades and 
many successful systems have been implemented 
(John & Wendy, 2001; Junqua & Haton, 1995), 
the performance of these systems for uncontrolled 
natural environments is still limited. Any major 
progress in the cocktail party problem will prove 
to be crucial for the development of robust speech 
recognition systems that can deal with general 

auditory scenes within an uncontrolled natural 
environment.

As we have discussed, CASA is one of the 
most active areas of research for the cocktail 
party problem. In CASA, much effort has been 
devoted to the implementation (simulation) of 
the mechanism of the human auditory system. 
Similar ideas have evolved to the auditory scene 
analysis of non-human animals (Barker, 2006; 
Lippmann, 1997). Study of the cocktail party 
problem will facilitate our understanding of the 
designing techniques for the biologically inspired 
artificial scene analysis systems.

Research progress in cocktail party problem 
can be beneficial for other related applications in, 
for example, interference cancellation, deconvolu-
tion, and inverse problems. The common feature 
with these applications is that the propagation 
channels that the signals are transmitted are in 
multi path, and not known a priori, and is similar 
to what we have seen in a cocktail party environ-
ment. From this sense, the methods developed 
for the cocktail party problem are applicable for 
a broader area of applications.

cOncluSiOn and 
future reSearch

We have discussed the concept of the cocktail 
party problem, and in particular, the source sepa-
ration issues in the cocktail party problem. We 
have presented several recent methods for speech 
source separation and auditory scene analysis, 
which are enabling techniques for addressing the 
cocktail party problem, including blind source 
separation, computational auditory scene analysis, 
non-negative matrix factorization, sparse rep-
resentation, and model based techniques. Each 
method has its own advantages. As shown in the 
example, combinations of these techniques may 
achieve better separation performance. We have 
also briefly discussed the application areas of the 
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cocktail party processing. Future research may 
include reducing the room effect on an auditory 
mixture, dealing with the unknown number of 
sources and unknown type of sources, handling 
dynamic listening environment for multiple 
moving speakers, and analyzing the multimodal 
auditory data.
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