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The acoustic environment affects the properties of the audio signals recorded. Generally, given
room impulse responses (RIRs), three necessary parameters have to be extracted in order to create
an acoustic model of the environment: sources, sensors and reflector position. In this paper, the
cross-correlation based iterative sensor position estimation (CISPE) algorithm is presented, a new
method to estimate a microphone position, together with a source and reflector position estima-
tor. A rough measurement of the microphone positions initializes the process; then a recursive
algorithm is applied to improve the estimate, exploiting a delay and sum beamformer. Knowing
where the microphones lie on the space, the dynamic programming projected phase slope algo-
rithm (DYPSA) extracts the time of arrivals (TOAs) of the direct sounds from the RIRs, and the
multiple signal classification (MUSIC) is exploited to extract the direction of arrivals (DOAs). A
triangulation technique is then applied to estimate the source positions. Finally, a model, based on
properties of 3D quadratic surfaces, estimates the position of a reflector exploiting methods typ-
ically used for image processing such as the Hough transform and the random sample consensus
(RANSAC). The last part of this article will show results of simulations performed using three
datasets of RIRs acquired from three different rooms located at the University of Surrey, exploit-
ing either a uniform circular array (UCA) or a uniform rectangular array (URA) of microphones.

1. Introduction

An audio signal is affected by the environment characteristics. To identify the interaction between
the environment and the signal, the sound received by the listener is defined as the convolution be-
tween the reproduced sound and a room impulse response (RIR) (plus additive Gaussian noise). The
room geometry and the relative microphone and source position define a specific RIR. Knowledge
of the room shape can improve algorithms used in various applications such as source separation,
speech recognition, media production and music transcription. This also offers a potential in different
research areas, including localization mapping, spatial audio or audio forensics.

To determine the position of each microphone utilized, different algorithms are available. Under
the assumption of knowing the position of more than two loudspeakers in the 3D space, in [1] the
authors presented a method based on a cost function implementing the triangulation technique. This
was possible having calculated the distances between each sensor and source from the TOAs obtained
producing chirp signals from every loudspeaker. The same technique to extract TOAs was used in
[2] where two different methods exploiting TOAs and time differences of arrival (TDOAs) were pre-
sented. The maximum likelihood (ML) technique was exploited to estimate microphone and speaker
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locations. Assuming TOAs known a-priori, microphone and source positions were estimated in [3]
for either far- or near-field cases. Receivers and transmitters were localized in [4] applying minima
solvers to a matrix containing the distances between the microphones and sources. A different ap-
proach was proposed in [5] where the classical multidimensional scaling (MDS) was extended into
the so-called basis-point classical MDS (BCMDS). By measuring (through a tape) only the distances
between each microphone and a small number of basis points, the entire squared-distance matrix,
containing the squares of all the interpoint distances, was constructed and decomposed to find the
wanted positions. In [6] an energy based approach was presented. Assuming the microphones and
loudspeakers were lying on the same 2D plane, the energy of the audio segments was exploited to use
the ML estimation for sensor and source positions. Making the assumption of having knowledge of
the source position and the six reflectors position of a parallelepipedal room, using the image sources
for the first and second order reflection, the microphone position was estimated in [7].

The reflector position can be estimated by exploiting the knowledge of a single RIR [8, 9] or
using multiple channel systems [10, 11]. In [8], the authors estimated the geometry of the room by
calculating the positions of the image sources based on the TOAs and TDOAs between high-order
reflections. However, TOAs of second-order reflections are necessary, and with real RIRs it is not
always possible to detect them reliably. In [12], the reflector position was estimated exploiting the
inverse mapping of the acoustic multipath propagation problem in 2D. The strength was that they did
not assume knowledge of RIRs directly, however, localization failed at low signal-to-noise ratios. An-
other way to find the reflector positions was proposed in [13], where the authors generated constraints
from direct sound and first reflection DOAs in a 2D geometry. Exploiting image source theory, it is
also possible to define the shape of a room considering the uniqueness between it and a single RIR,
in case of polygonal geometries [9] and L-shaped rooms [14]. However, this algorithm is not robust
to noise and cannot be applied to measured RIRs. The method in [15] iteratively searches the planes
exploiting the image-source locations estimated through a maximum likelihood based algorithm. An-
other approach is to estimate DOAs relative to all the reflections, direct sound and interference using
a spherical harmonics domain minimum variance distortionless response (MVDR) beamformer, and
then to extract the TDOAs of the direct sound and reflections through a cross-correlation method [16].
In [10], the authors presented a method to estimate the position of the walls using TOAs to generate
ellipses tangent to them. This algorithm relates distances calculated directly from RIRs with the el-
lipse’s property that the sum of the distances from the two foci to any point on the ellipse is a constant.
However, the 2D scenario they have considered assumes that a perfectly absorbent floor and ceiling
exist. An extension of this method was presented in [17], considering floor and ceiling reflective and
exploiting the projection of a 3D space into a 2D one. A full 3D model was then presented [18],
localizing the reflector directly in a 3D space using ellipsoids instead of ellipses.

In this paper, a new method to estimate the localization of the microphones is presented. It is an
iterative algorithm based on a rough initial position estimate. This is then applied to a source and
reflector estimation model [17, 18] to create a complete room geometry estimation model. In Section
2 the estimation of sensors, sources and reflector position is presented. Section 3 shows simulations
performed and results. Finally Section 4 draws the conclusion.

2. Room geometry estimation

In our previous work [18], we presented a method to estimate a reflector position having RIRs
and microphone positions available. Despite the good performance, we identified the approximations
made during each microphone position measurements as a cause of errors. In the following sub-
sections, a new iterative approach to refine the microphones position using a uniform circular array
(UCA) or uniform rectangular array (URA) will be presented. Then, the source position and reflector
localization models will be reported.
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Algorithm 1 The CISPE algorithm
1: procedure POSITION ESTIMATION

2: rSi,j ← Direct sound segmented ri,j
3: hi,j(n)← Bandpass filtering rSi,j
4: X init

r,i ← Position initialization
5: for i← 1,M do
6: for j ← 1 : L do
7: hBj (n)← Beamformed hi,j(n)

8: while Rj,δ −Rj ≥ 0 do
9: for δ ← −∆ : ∆ do

10: hBDj (n)← Beamformed delayed hi,j(n)

11: Rj,δ ← Max of the cross-correlation using hBDj (n)
12: hBj (n)← Update the beamformed signal variable with hBDj (n)

13: Ei,j ← (c · argmaxRj,δ)/Fs
14: Xpart

r,i,j ← Estimated position for the j-th source

15: Xr,i ← Mean of the estimated positions for every source

2.1 Sensor positions - The CISPE algorithm

Algorithms that assume the microphone positions knowledge are affected by a non-precise mea-
surement. The cross-correlation based iterative sensor position estimation (CISPE) algorithm will be
presented, based on the cross-correlation between the recorded RIRs and the beamformed signal. Pro-
viding performance good enough for our purposes and being simple, the delay-and-sum beamformer
(DSB) [19] was used. The position of each microphone is updated every cycle. This procedure is
applied to all the M microphones used.

Preprocessing and initialization. A set of RIRs recorded through an UCA or URA of M micro-
phones and L loudspeakers is available. Naming the RIR recorded between the i-th sensor and j-th
source as ri,j(n), a preprocessing is performed over the data. Most of a RIR energy is concentrated
on the direct sound, therefore, to avoid noise during the calculations, Hamming windows of B = 101
samples are applied to the RIRs to select the direct sounds only. A method for selecting the peaks
of signals has been developed based on the dynamic programming projected phase slope algorithm
(DYPSA) [20]. This was designed to estimate glottal closure instances from speech signals, and has
been modified to make it applicable RIRs [17]. At this point, defining the RIR recorded between the
i-th microphone and j-th loudspeaker and segmented using DYPSA as rSi,j(n), where n is the discrete
time variable, they are filtered through bandpass filters zi,j(n):

(1) hi,j(n) = zi,j(n) ∗ rSi,j(n),

where “*” stands for convolution. zi,j(n) is calculated heuristically, observing the RIRs frequency
content. The subband which results to have the flatter frequency content is selected for each RIR.

Since the presented algorithm is an iterative one, it needs to be initialized. A rough estimation of
the M microphones position is used for this aim. In the Cartesian coordinate system these positions
can be seen as points, and defined as X init

r,i = (xinitr,i ; yinitr,i ).
Iterative core. The filtered RIRs hi,j(n) defined in Equation 1 are used as input of the DSB.

Considering each single loudspeaker, the beamformed signals hBj (n) are obtained, where j is the
loudspeaker index. The cross-correlation between the beamformed signal and the M recorded RIRs
is calculated, and the maximum values averaged over the M microphones:

(2) Ri,j =

Q−n−1∑
q=0

hi,j(q + n)hBj (q); Rj =
1

M

M∑
i=1

maxRi,j,
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(a) (b)

Figure 1: (a) and (b) show the microphone positions in a 36 microphones URA and a 24 microphones
UCA respectively, initialized (blue) and estimated (red). Displacements are 3 times magnified.

where q is the delay applied to the RIRs and Q the length of either hi,j(n) or hBj (n). The second step
is to apply a time sample delay δ = {−∆,−∆ + 1, ...,∆− 1,∆}, where ∆ ∈ N, to one microphone
at a time checking the new Rj . In other words, defining the delayed RIR as hDi,j(n) = hi,j(n − δ)
the new beamformed signal hBDj (n) is calculated exploiting it, and the new cross-correlation average
Rj,δ is given by the Equation 2 substituting hi,j(q + n) with hDi,j(q + n) and hBj (q) with hBDj (q). The
δ value that gives the highest Rj,δ provides the error:

(3) Ei,j =
c · argmaxδ Rj,δ

Fs
,

where c is the sound speed and Fs the sampling frequency. In the Cartesian coordinate system the
point estimated through this error is Xpart

r,i,j = (xpartr,i,j ; y
part
r,i,j ), where:

(4) xpartr,i,j = Ei,j · cos(Φj) + xinitr,i and ypartr,i,j = Ei,j · sin(Φj) + yinitr,i

and Φj is the DOA relative to the j-th loudspeaker. Calculating Xpart
r,i,j for every L source, the final

estimated position of the i-th microphone Xest
r,i = (xestr,i ; yestr,i ) is given by:

(5) xr,i =
1

L

L∑
j=1

xpartr,i,j and yr,i =
1

L

L∑
j=1

ypartr,i,j .

CISPE is recursive since it is repeated until the calculatedRj does not increase from the previous one,
and it is applied to every microphone. The pseudo-code is reported in the Algorithm 1.

2.2 Source and reflector positions

Triangulation technique. Knowing the microphone positions, the following method needs the
distances from the microphones to the source and the DOA to estimate the source position. Distances
are obtained using the TOAs of the direct sounds, extracted from RIRs using the DYPSA algorithm
introduced in Section 2.1. Since the output is a sequence of non-zero values placed on the time
samples corresponding to the RIR peaks, TOAs for direct sound and first order reflections can be
calculated τi,k = si,k/Fs, where si,k is the time sample relative to the k-th reflector (i.e. k = 0
defines the direct sound), i indicates the i-th microphone. Distances from the source are then obtained
di,0 = τi,0 · c [18].

4 ICSV22, Florence, Italy, 12-16 July 2015



The 22nd International Congress of Sound and Vibration

To calculate DOAs for signals received by a microphone array composed of M elements, several
classical methods can be adopted such as Bartlett, Capon, or ESPRIT [19]. The MUSIC algorithm
[19] was chosen for the present study, since it can estimate DOAs relative to sources and image
sources with the best accuracy and stability [17]. Beyond this, the fundamental requirement for
using MUSIC, i.e. knowledge of the steering vector, is observed, since the microphone positions are
estimated through the algorithm shown in Section 2.1. To implement MUSIC, either an URA or an
UCA of microphones is used. The microphone array shapes enable the estimation of the azimuth
Φ. The radial distance ρ is the distance given by DYPSA. For this reason, given ρ = di,0 and Φ,
and lying the i-th microphone on the point with coordinates given by Equation 5, the source position
coordinates are found xs = xr,i + di,0 cos(Φ), ys = yr,i + di,0 sin(Φ) [17].

Ellipsoid generation. With knowledge of the microphone and source positions, the reflector
position can be estimated exploiting a two-stage method. Firstly, ellipsoids are generated, then the
reflector can be searched using two different ways: the 3D common tangent algorithm (3D-COTA) to-
gether with the refinement through the 3D Hough transform to obtain more accuracy on the solutions,
or RANSAC for fast processing [18].

The idea is to construct an ellipsoid with its major axis equal to the first order reflection path
and foci on the microphone-source positions, creating an ellipsoidal set of possible points where the
reflector is tangent [18]. The general equation characterizing a quadratic surface in the 3D continuous
space included 10 parameters: a, b, c, d, e, f , g, h, i and j. They can be placed in a 4× 4 symmetric
matrix E to create a model in homogeneous coordinates.A unitary sphere centred on the origin of

the system is defined as EI =

[
I 0
0 −1

]
, where I is a 3 × 3 identity matrix. Transformations of

translation, rotation and scaling are applied to model the ellipsoid with the required centre position,
axes directions and lengths. Therefore, the matrix defining the ellipsoid relative to the i-th microphone
and the k-th reflector is:

(6) Ei,k = T−T
i R−T

i S−T
i,k EIS−1

i,kR−1
i T−1

i .

Considering the source position (xs; ys; zs) and the i-th microphone lying on the point (xr,i; yr,i; zr,i),
the sphere centre position is calculated as the midpoint between the two foci. The scaling matrix Si,k
enlarges (or shrinks) the sphere to have the major axis is defined as Qmaj

i,k ≡ di,k, whereas the two

minor axes are identical and coincide with Qmin
i,k ≡

√
d2i,k − d2i,0. Finally, a rotation transformation is

applied to each axis, and the three rotation matrices are combined as Ri = Rx,iRy,iRz,i [18].
Reflector search. The required plane is the one which is tangent to every ellipsoid. A plane

can be defined in homogeneous coordinates and written as an array p = [p1 p2 p3 p4]
T , which is

tangent to E if it satisfies the equation pTE∗p = 0, where E∗ is the adjoint matrix of E. The 3D-
COTA [18] is then defined as the algorithm that finds the plane which minimizes the cost function
J(p) =

∑M
r=1 |pTE∗

rp|2, where M is the number of microphones. However, every combination of
the M plane parameters has to be tested, highly increasing the run time. To refine the result, the
3D-Hough transform is applied to the COTA output. For a more in-depth explanation refer to [18].

Due to the high run time of the 3D-COTA, a reflector position search method based on RANSAC
is also used [18]. The idea is to randomly select a certain number of points on the ellipsoids and
verify, by setting a threshold, which subset generates the plane closest to the required one. A point
cl = [xcl ycl zcl ]

T lying on one of the ellipsoids is randomly selected and the normal vector nl is
calculated; thus the sample number used is 1. The l-th plane tried during the algorithm is calculated
pl = nTl (x− cl), where x = [x y z]T . To verify if the plane is tangent to all the N = M ·L ellipsoids,
where M is the number of microphones and L the number of sources, |pTl E∗

mpl| = t is calculated for
each of them, where m refers to the m-th ellipsoid. Since the plane is perfectly tangent if t = 0, a
threshold T is set and, when t > T , the ellipsoid is considered non-tangent. The plane that has the
most ellipsoid support is selected.
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(a) (b)

Figure 2: (a) shows the “Surrey sound sphere” placed in the “Vislab” with the URA of microphones.
(b) shows the measurement setup used in “Studio1” with the double UCA of microphone in close-up.

3. Simulations

The algorithms described above have been implemented in Matlab and several simulations have
been performed. Exploiting measured RIRs, the performance of the reflector position algorithm,
based on RANSAC [18], has been observed applying the CISPE algorithm as preprocessing. RIR
measurements from three different laboratories at the University of Surrey have been used. One
dataset was recorded exploiting a double concentric UCA, whereas the other two used a URA.

3.1 Recording setup

UCA recordings RIRs were recorded in a large recording studio called “Studio1” with dimen-
sions 17.08× 14.55× 6.50 m3 and a RT60 of 1.1–1.5 s. 15 different loudspeaker positions were used
and 3 of them were selected for the purposes of this article, named from “A” to “C” [21]. These 3
loudspeakers were positioned at a height of 1.5 m, lying on a circle around the UCA (24 microphones)
with radius of 1.5 m. Defining the loudspeaker B as the one at 0◦, A was positioned at −π

4
and C at

π
4

radians. The UCA is formed by a double concentric set of microphones with radius 8.3 cm and
10.4 cm respectively. For the aim of this paper we utilized the inner UCA only. The sample frequency
used was 48 kHz and the swept-sine technique was used to measure RIRs.

URA recordings A reproduction and measurement system was mounted on a spherical structure,
the “Surrey Sound Sphere" [22]. It was placed in two acoustically treated rooms. The first one is called
“Studio2”, with dimensions 6.55×8.78×4.02 m3 and RT60 235 ms averaged over the 0.5 kHz, 1 kHz
and 2 kHz octave bands. The second room is called “Vislab”, with dimensions 7.90× 6.00× 3.98 m3,
and RT60 of 215 ms averaged as for “Studio2”. 60 Loudspeakers (Genelec 8020b) were clamped to
the equator to form a circular array (radius of 1.68 m). 48 microphones (Countryman B3 omni) were
attached to a grid mounted on a microphone stand. The height of the equator and the microphones,
is 1.62 m. The sample frequency used is 48 kHz. For this article, 8 sources lying on the equator
with azimuth 0, π

2
, 2
3
π, 5

6
π, π, 3

2
π, 5

3
π and 11

6
π radians, and 36 microphones having a 6 × 6 squared

configuration with an inter-element spacing of 5 cm, are used. Considering the center of the sphere
as the origin if a coordinate system, the central microphone of the URA is placed in (0.0; 0.0; 1.62) m
for “Studio2”, whereas for the “Vislab” dataset in (0.675; 0.000; 1.620) m.

3.2 Reflector estimation

To test the improvements introduced by CISPE algorithm, the RMSE, generated by the reflector
position estimation algorithm based on RANSAC, was calculated considering the z-axis value (zv) at
X = 5 points, lying on the estimated plane, equally spaced between the sources and microphones.
From these values, the expected ones (zideal) were subtracted er = zv − zideal. Considering N el-
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Figure 3: RMSEs and standard errors relative to reflector position estimation without and with CISPE,
for different microphone numbers, three different datasets (the three figures) and 5000 points for
RANSAC.

lipsoids, where N is defined in Section 2.2, RMSE =
√

1
XN

∑XN
r=1 e

2
r . The model was tested using

different numbers of microphones, M ∈ {5, 7, 9, 16, 25, 36} for the URA and M ∈ {7, 13, 19, 24}
for the UCA. H = 100 combinations of L = 3 loudspeakers (randomly taken over the 8 selected for
“Studio2” and “Vislab” and 3 selected for “Studio1” were used for each different number of micro-
phones. Given that CISPE is working, for now, with 2D space, three sources (A-C) lying on the same
plane of the UCA were selected. The RMSE for each number of microphones used, averaged over H
trials, is reported in Figure 3. These results show the improvement given by the introduction of CISPE
in every dataset. Placing too wide URAs inside the Surrey Sound Sphere, the far field assumption
is not respected any more. Following the Fraunhofer rule [23], with the sphere radius 1.68 m, using
36 microphones, the signals are considered in the near field for every frequency over 3 kHz. For 25
microphones the break frequency increases to around 10 kHz. For this reasons, it is possible to state
that the maximum number of microphones selectable to have a URA inside the sphere is 25.

4. Conclusion

CISPE, a new algorithm to estimate the microphone positions in a URA or UCA, has been pre-
sented, together with an already available source and reflector position estimator. Simulations for real
RIRs, recorded using the two different microphone array configurations, were performed observing
the reflector estimation model. RMSEs showed improvements on the model with the introduction of
CISPE as preprocessing. Future work will investigate the behaviour of the reflector position algo-
rithm variant (COTA and Hough transform) applying CISPE. In addition to this, different subsets of
microphones in the double UCA will be selected.
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