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Abstract—In this paper we investigate the use of probabilistic machine-learning techniques to extract latent factors from semantically enriched service descriptions. These latent factors provide a model to represent service descriptions of any type in vector form. With this conversion, heterogeneous service descriptions can be represented on the same homogeneous plane thus achieving interoperability between different service description technologies. Automated service discovery and ranking is achieved by extracting latent factors from queries and representing the queries in vector form. Vector algebra can then be used to match services to the query. This approach is scalable to large service repositories and provides an efficient mechanism for publishing and new services after the system is deployed.
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I. INTRODUCTION

Awareness of the ubiquitous presence and significant advantages of service-oriented computing is driving businesses to implement or transform their online business applications into Web Services (WS) and distributed service networks. Consequently, the Internet is shifting from a repository of data to a framework of data and service platforms. The vision of an Internet of Things (IoT) has also changed the concept of what a service is and drives the idea further away from enterprise WS. State-of-the-art research is witnessing an increase in small devices being embedded with processing capabilities [1]. In this scenario, a service can be either an enterprise software entity residing in the virtual layer or a so called real-world service which is provided by embedded systems that are linked directly to the physical world [2].

The common technologies used to describe, publish, and discover these services offer very limited expressive power to the service designers. The World Wide Web lacks a homogeneous structure (beyond that of the service interface) for describing functional and non-functional parameters in service descriptions. This results in different ways to name parameters, define parameters and describe internal processing which inhibits straightforward integration of WS [3]. The framework lacks the required foundations for implementing mechanisms such as service provisioning, service recommendation, and service composition. To achieve these high-level mechanisms, service discovery needs more machine-oriented expressive power, thus changing the process from syntactic content based retrieval to an automated reasoning of semantic annotated functionalities.

The aim of our research is to investigate the use of more expressive technologies to describe a service, and to use semantics, reasoning, and machine-learning techniques to process the service descriptions and generate new knowledge from what is supplied in the service descriptions; so this knowledge can be referred to by software agents or search clients to offer enhanced service search results and recommendations in different applications. Our work proposes a solution which transcends all the differences between WS technologies and creates a framework which supports the interoperability of different service description models and protocols.

This paper is a continuation of our work presented in [4] where we proposed using a probabilistic machine-learning method to extract latent factors $z_f \in Z = \{z_1, z_2, ..., z_k\}$ from semantically enriched service descriptions for service clustering. In this paper we discuss how the latent factors can then be used to search through the services in a repository, providing an efficient approach to automated discovery and ranking of services. By describing the services in terms of latent factors, the dimensionality of the service descriptions is reduced considerably. The model is scalable to large service repositories and also provides an efficient mechanism for publishing new service descriptions to the repository. The proposed solution is interoperable and can work with different service description models. An abstract
representation of our model is shown in Figure 1. The main contributions of this work include:

- Interoperability between different service description technologies.
- A probabilistic machine-learning approach which is completely unsupervised.
- An efficient mechanism for publication and discovery which reduces the dimensionality of all the computations involved.
- Automatic ranking of results in order of relevance.
- A process which automatically clusters all the services within a repository.
- A model which is scalable to large service repositories.

The rest of the paper is organised as follows. The next section gives a detailed discussion of the Latent-Variable approach. Section III describes the experiments used to evaluate our algorithm. Section IV provides concluding remarks on the implemented system and discusses the future work.

II. A LATENT-VARIABLE APPROACH

We propose a latent-variable approach to service ranking which relies on probabilistic machine-learning techniques to extract low dimensional latent factors from the higher dimensional concepts contained in service descriptions. The versatility of this approach resides in the inherent property of probabilistic machine-learning to assign a probability to each link between a service description and a latent factor. This property enables us to discover and rank services with a probabilistic approach.

In this section, we will first discuss the Service Description Model used in our experiments followed by an explanation of our Latent-Variable Model. We then explain how concepts are extracted from service descriptions and discuss the probabilistic machine-learning technique used to generate the latent factors for the model. Finally we explain how these latent-factors are used to provide an efficient discovery and ranking mechanism.

A. The Service Description Model

The Web Service Description Language (WSDL)\(^1\) is a World Wide Web Consortium (W3C)\(^2\) recommendation for describing the interface of web services [3]. The interface of a web service describes operations, inputs, and outputs of a web service but does not provide high-level descriptions about service function and profile descriptions. In the light of the new breed of services emerging in future generation networks, WSDL lacks the expressiveness needed to describe the wide spectrum of distributed services that we expect to find in such pervasive systems. Liv et al. [5] discuss how a service consists of different Functional and Non-Functional parameters and how WSDL is only capable to describe a small set of Functional parameters.

The limitations of WSDL as a service description language have motivated various research contributions which focused on the creation of a richer and more expressive service description language. This gave rise to many heterogeneous service description models, all with their merits and limitations.

In our approach we assume all service descriptions are written in the Ontology Web Language for Services (OWL-S)\(^3\). OWL-S is a Service Description Model that describes the characteristics of a service by using three top-level concepts, namely ServiceProfile, ServiceGrounding, and ServiceModel. ServiceProfile provides the information needed to discover services. ServiceGrounding and ServiceModel provide information to deploy and use the service.

Various other approaches for creating service description models exist, including: SAWSDL\(^4\), USDL\(^5\), Web Service Modelling Language (WSML)\(^6\) and Web Service Modelling Ontology (WSMO)\(^7\), and SA-REST\(^8\). We do not aim to discuss how these models compare to each other; the aim of our work is to show how rich service descriptions can be processed in Probabilistic Latent-Variable Space and OWL-S is a Service Description Model that provides both rich expressive descriptions and well-defined semantics. However, the model can be also extended to other service description frameworks that describe similar attributes of the services.

B. A Probabilistic Latent-Variable Model

Latent-Variable Models provide a way to map high dimensional vectors into a to a lower dimensional representation in \textit{Latent Semantic Space} [6]. Our approach is based on the Aspect Model (shown in Figure 2); a latent variable model which associates an unobserved class variable \(z_f \in Z = \{ z_1, z_2, ..., z_k \} \) with each observation [7].

The Aspect Model is used together with probabilistic machine-learning techniques such as \textit{Probabilistic Latent Semantic Analysis} (PLSA) [6] to discover the semantics behind the words in a text corpus, i.e. the topics which the words in the document belong to. Words are observable variables \(w_j \in W = \{ w_1, w_2, ..., w_v \} \) which can be observed through the text corpus that consists of documents, topics on the other hand are latent variable which are not directly observable through the text.

Service descriptions are documents composed of a high number of concepts annotated with XML tags as shown in Figure 3. Thus a similar approach can be used to extract latent-factors from the observable concepts \(c_j \in C = \)

\(^1\)http://www.w3.org/TR/wsdl20/
\(^2\)http://www.w3.org/
\(^3\)http://www.w3.org/Submission/OWL-S/
\(^4\)http://www.w3.org/2002/ws/sawSDL/
\(^6\)http://www.wsmo.org/wsml/
\(^7\)http://www.wsmo.org/
\(^8\)http://www.w3.org/Submission/SA-REST/
\( \{ c_1, c_2, ..., c_v \} \) contained in a service description. Once the latent variables \( z_f \in Z = \{ z_1, z_2, ..., z_k \} \) are identified, services can be described as a multinomial probability distribution \( P(s_i|z_f) \) where \( s_i \) is the service description (or document) describing service \( i \). The representation of a service with these latent variables reflects the likelihood that the service belongs to certain concept groups [8].

To construct our model, we first consider the joint probability of an observed pair. This approach is described by Hoffman in [6]. The joint probability of an observed pair \( P(s_i, c_j) \) is given by:

\[
P(s_i, c_j) = P(s_i) P(c_j|s_i) \tag{1}
\]

where:

\[
P(c_j|s_i) = \sum_{j=1}^{k} P(z_f|s_i) P(c_j|z_f) \tag{2}
\]

assuming that a service description and a concept are conditionally independent given the latent factor.

By adopting this model we indirectly associates the concepts in a service description \( c_j \in C = \{ c_1, c_2, ..., c_v \} \) to their corresponding service descriptions \( s_i \in S = \{ s_1, s_2, ..., s_n \} \) by introducing an intermediate layer of latent factors \( z_f \in Z = \{ z_1, z_2, ..., z_k \} \). Thus we are getting dimensionality reduction by mapping a high dimensional concept to service description matrix \( P(s, c) \) into a lower \( k \)-dimension latent semantic space [8].

By substituting equation 2 in equation 1, we obtain:

\[
P(s, c) = \sum_{j=1}^{k} P(z_f) P(s|z_f) P(c|z_f) \tag{3}
\]

The parameters \( P(z), P(s|z), \) and \( P(c|z) \) can be found using a model fitting technique such as the Expectation Maximization (EM) algorithm as described in [6]. Once the algorithm is trained and the parameters are found, we can express service descriptions in terms of latent-factors using the learned probability distribution \( P(s|z) \).

Ma et al. [8] present a service discovery mechanism called CPLSA which uses PLSA to extract latent factors from WSDL service descriptions after the search is narrowed down to a small cluster using a K-Means algorithm. However, this approach does not make use of the semantics in service descriptions in order to enhance the feature extraction process. In our previous work [4] we also showed how latent factors extracted from service descriptions can be used directly to cluster services in a repository; obtaining a more efficient clustering strategy than the one obtained by a K-Means algorithm.

C. Feature Extraction

Feature Extraction is used to convert data to a numerical form in order to facilitate computational analysis of the data. The Text Frequency and Inverse Text Frequency (TF/IDF) [9] are the common approaches in information retrieval to construct the Document Matrix (i.e. extracted features) in a text document corpus. Ma et al. use this technique in [8] to represent a dataset of WSDL service descriptions in the form of a Service Transaction Matrix, PLSA could then be used on the Service Transaction Matrix to extract latent factors from the data. TF/IDF gives a weight \( w_{ij} \) to every term \( j \) in a service description document \( i \) using the equation:

\[
w_{ij} = \text{tf}_{ij} \cdot \log \left( \frac{n}{n_j} \right) \tag{4}
\]

where \( \text{tf}_{ij} \) is the frequency of term \( j \) in service description document \( i \), \( n \) is the total number of service descriptions documents in the dataset, and \( n_j \) is the number of services that contain term \( j \).

We build a similar Service Transaction Matrix as the one described in [8]. Functional parameters and the profile data are extracted from the OWL-S descriptions using a reasoner. The funtional parameters in OWL-S consist of the properties hasInput, hasOutput, hasParameter, hasPrecondition, and hasResult found in the service model.

In order to make the features fit in the vector space model, the property name and the type are appended together to produce a new term that is used as a concept in constructing the Service Transaction Matrix. For example, from the OWL-S sample shown in Figure 3 <profile:hasInput rdf:resource="#_ORGANIZATION"/> becomes hasInput_ORGANIZATION. This way, a service in which ORGANIZATION is defined as input will be distinguished from a service in which ORGANIZATION is defined as output. Text frequency is then used to create the Service Transaction Matrix from the constructed concepts.

D. Latent Dirichlet Allocation (LDA)

Latent Dirichlet Allocation is an unsupervised machine-learning technique which uses a generative probabilistic
LDA introduces a Dirichlet prior on the document-topic distribution in order to simplify the problem of statistical inference [11]. The principal of LDA is the same as that of PLSA: mapping high-dimensional count vectors (such as the ones yielded by TF-IDF in vector space model) to a lower dimensional representation in latent semantic space.

Using the same notation described in section II-B, with LDA the probability of the $j$th concept occurring in a given service description document is:

$$P(c_j) = \sum_{f=1}^{k} P(c_j | z_i = f) P(z_i = f)$$  \hspace{1cm} (5)

where $z_i$ is a latent factor from which the $i$th word was drawn, $P(z_i = f)$ is the probability of latent factor $f$ being the latent factor from which $c_j$ was drawn, and $P(c_j | z_i = f)$ is the probability of having concept $c_j$ given the $f$th latent factor.

The generative model of LDA is obtained by letting:

$$\Phi^{(j)} = P(c | z = f)$$  \hspace{1cm} (6)

$$\Theta^{(s)} = P(z)$$  \hspace{1cm} (7)

Instead of estimating $P(s | z)$ and $P(c | z)$ as in PLSA, the LDA generative model estimates intermediary variables (i.e. $\Phi$, $\Theta$, and $z$). Different methods can be used to train the algorithm and estimate these parameters Blei et al. [10] use variational inference with Expectation Maximisation (EM) algorithm. Wang et al. [11] use a method based on Gibbs Sampling which was proposed in [12] and [13].

E. Automated Discovery and Ranking using Latent Factors

Automated Service Discovery aims to provide an approach to find and recommend services; however the way the results are presented to the user is also a very important factor when it comes to the quality of user or service consumer experience. The amount of services available, even after narrowing the list down with an enhanced discovery algorithm, is very large and any potential service consumer would like to narrow the search down to the best five or ten matching results [14]. The key mechanism for narrowing down such results is Service Ranking. Service Ranking aims to give a value of relevance to each item returned by the automated discovery algorithm and proceeds to order the results in descending order starting from the most relevant ones. Probabilistic machine-learning techniques have the inherent property of assigning a probability to the likelihood of a service description belonging to each of the generated latent factors. We propose to use these generated probabilites as the base criteria for computing the similarity between a service description and a user query. The services can then be ranked based on the relevancy to the submitted query. We investigate two latent factor models for achieving automated discovery and ranking; one based on PLSA and another one based on LDA. The PLSA was implemented using the PennAspect\(^8\) model which uses maximum likelihood to compute the three parameters: $P(w | z)$, $P(d | z)$, and $P(z)$. Half of the the dataset is used to train the algorithm and the other half is used for validation in order to prevent overfitting [11]. The LDA model was implemented using LingPipe\(^9\) toolkit. This toolkit uses Gibbs sampling to train the algorithm and to obtain the parameter $P(s | z)$.

Before processing a query, the latent-factors must be extracted from the query so that the query processing can take place in latent factor space as shown in Figure 4. This process is called folding-in [11] and can be applied to queries and also new service descriptions which need to be published in the repository. For PLSA, once the model is trained, new service descriptions or queries can be folded-in

---

\(^8\)http://www.cis.upenn.edu/~unagar/Datamining/software_dist/PennAspect/index.html
\(^9\)http://alias-i.com/lingpipe/
by using the following [8].

\[ P(z_f|s_{new}) = \frac{P(s_{new}|z_f) \cdot P(z)}{\sum_{j=1}^{k} P(s_{new}|z_j)} \] (8)

For LDA, after training the algorithm, new service descriptions or queries can be folded in by using Gibbs sampling with fixed service description to concept probabilities and sampling the assignments of concepts to latent-factors in the new service description [11]. This property of LDA and PLSA makes the models scalable to large service repositories (such as the ones we expect to deal with in our scenario) since the latent-variables need to be learned only once. Any new service description added to the models after the training phase can be folded into the model without the need to retrain the model all over again.

Once the distribution of latent factors over the query is obtained, we can compute the similarity between the query and a service by computing the Multidimensional Angle between a vector containing the query’s distribution of latent factors \( q \) and a vector containing the service’s distribution of latent factors \( p \). This proximity measure applies cosine of the angle between two vectors and is used in various approaches dealing with vector-space analysis of data [15], [8].

The multidimensional angle between vectors \( p \) and \( q \) can be calculated using equation 9.

\[ \cos(p, q) = \frac{p \cdot q}{\|p\| \cdot \|q\|} = \frac{\sum_{i=1}^{f} p_i q_i}{\sqrt{\sum_{i=1}^{f} p_i^2} \sqrt{\sum_{i=1}^{f} q_i^2}} \] (9)

where \( f \) is the number of latent-factors.

For both models, service discovery in latent factor space consists of computing the multidimensional angle between the query and every service in the repository. The services are then ranked in order of their similarity score to the query thus automatically obtaining an efficient ranking of the services retrieved.

### III. EVALUATION

The dataset of service descriptions used in this experiment was obtained from the OWL-S service retrieval test collection; called OWLS-TC v3\(^{10}\). This dataset consists of 1007 service descriptions defined in OWL-S form. The services are divided into seven categories and a total of 29 sample queries are provided together with a relevant answer set for each query. Table I shows the number of services and queries belonging to each of the seven categories.

We evaluated our approach by calculating the **Precision** and **Recall** for the results obtained by each of the sample queries. These are standard evaluation techniques used in **Information Retrieval** to measure the accuracy of a search mechanism with respect to completeness of the results returned. Precision measures how many of the results returned are relevant to the query and recall measures how many relevant services have been retrieved from the set of relevant services present in the whole repository.

The sample queries used are all in the format of OWL-S templates and contain the semantic requirements together with a text description of the service being searched for. For PLSA and LDA, these query templates were converted to latent factor space using folding in and matched to the services in latent factor space. As a means to compare our two methods we use the full-featured text search engine: Apache Lucene\(^{11}\). The text description of the query was submitted to the text search engine and the results returned were based on text matching.

### Table I

<table>
<thead>
<tr>
<th>Domain</th>
<th>Services</th>
<th>Query</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education</td>
<td>284</td>
<td>6</td>
</tr>
<tr>
<td>Food</td>
<td>34</td>
<td>1</td>
</tr>
<tr>
<td>Medical</td>
<td>73</td>
<td>1</td>
</tr>
<tr>
<td>Travel</td>
<td>165</td>
<td>6</td>
</tr>
<tr>
<td>Communication</td>
<td>58</td>
<td>2</td>
</tr>
<tr>
<td>Economy</td>
<td>359</td>
<td>12</td>
</tr>
<tr>
<td>Weapon</td>
<td>40</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^{10}\)http://www.semwebcentral.org/projects/owls-tc/

\(^{11}\)http://lucene.apache.org/java/docs/index.html
IV. CONCLUSION AND FUTURE WORK

In this paper we presented a latent-variable model which can map high-dimensionality concepts found in service descriptions to a lower-dimensionality space composed of latent-factors. This approach makes it possible to understand the hidden meaning behind a set of concepts and describe the services in terms of latent-factors rather than independent concepts. It is important to note that although this work is focused on OWL-S web service descriptions, our approach can be applied to other service description models such as WSMO, SA-REST, SA-WSDL or any other semantically annotated framework. By transforming service descriptions into the latent-variable space, this approach creates a homogeneous intermediary level between the heterogeneous service descriptions mentioned in Section II-A and the advanced automated discovery mechanisms discussed in Section I. Any kind of services which may be found in future pervasive systems can be mapped into the latent-variable model as long as they follow a semantically annotated service description model. Service Description Models which are more expressive and detailed will be mapped more accurately into the latent-variable space.

The probabilistic methods used in this paper (i.e. LDA and PLSA) can be trained using a small percentage of the whole dataset, the rest of the service descriptions can be folded into the model as described in Section II-E. This makes these algorithms scalable to large service repositories. The inherent property of probabilistic machine-learning to assign a probability to each link between a service description and a latent factor enables us to discover and rank services with a probabilistic approach. The results obtained from comparing the two methods to a full-featured text search engine show that the PLSA model does not capture enough information in the latent factors to make it capable to search for information in Latent Factor space. On the other hand, the results show that LDA can capture Latent information much better than PLSA and searching for service in Latent Factor space with LDA yields results which are in an acceptable range compared to the full-featured text search engine.

Although LDA does not exceed text matching in performance, it still provides a scalable and interoperable solution for automated service discovery in large service repositories. The model also provides a versatile platform on top of which more machine-oriented mechanisms can be developed. Future work will focus on developing high-level mechanisms on top of the existing method; such as service provisioning, service recommendation, and service composition.
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