Abstract—There is an increasing trend in using data collected
to better understanding of the physical
world for humans and support the creation of pervasive envi-
ronments for a wide range of applications in different domains
such as smart cities, and intelligent transportation. However, the
deluge of data created and communicated and the low-processing
capabilities of the used sensor devices lead to bottlenecks in the
processing and interpreting of the data. We introduce a data
reduction approach that submits high-granular data in times of
high activity in the sensor readings and low-granular data in
times of low activity. We consider and discuss different methods
to measure activity in the data and modify the symbolic aggregate
approximation algorithm that uses a fixed window length to
adapt the length according to the activity for ultimately
high activity in the sensor readings and low-granular data in
times of low activity. We evaluate our approach over real-world data sets and show
that reduction of data size while maintaining the features of the
data can be achieved.

I. INTRODUCTION

It is predicted that in the next 5-10 years there will be
around 50 billion Internet connected devices that will produce
20% of non-video Internet traffic. This data will mainly be
created and communicated by sensor devices in wireless sensor
networks (WSN) that transmit the data as numerical values.
Moreover, most common approaches create and transmit the
raw sensor data constantly, even in times where no interesting
events occur. Therefore, methods are required to provide multi-
resolution data transmission that allows the transmission of
high-resolution data (i.e raw data) in times of high activity and
aggregated/compressed data in time windows where no events occur. In this paper we propose an approach to create
and transmit aggregated patterns of data by applying Symbolic
Aggregate Approximation (SAX) [1] to the sensor data unless
higher-resolution data is required. We store the raw data in a
ring buffer on the local sensor node to provide high-resolution
data if required but only transmit aggregated patterns to a
gateway node in times of low activity. We define a messaging
format (Figure 1) that includes aggregated patterns. These
patterns represent the most interesting features and its context
information and evaluate traffic consumption on Telos B
nodes.

II. RELATED WORK

One approach to reduce the amount of data is data com-
pression. There has been extensive work in the domain of
compression algorithms, including widely known de facto
standards such as bzip2 [2] and LZE [3]. These common
approaches have several disadvantages when applied to the
sensor domain. Firstly, the algorithms have been developed
for static file compression and not for streaming data. Also
they assume that the execution (compression/decompression)
of the algorithms takes place on powerful workstations and
not processing-limited sensor hardware.

Compression algorithms in the sensor domain, such as the
work of Marcelloni et al. [4] or others surveyed in [5],
use energy and processing -efficient coding techniques to
aggregate and reduce the size of data that has to be transmitted.
The approaches aggregate and compress all measurements
taken by the sensor. In this work we focus on reducing the
data that has to be transmitted by only submitting data when
there is a certain activity in the data.

We use the SAX algorithm that includes a dimension reduction
 technique to reduce the amount of data. SAX consists of
two steps: piecewise approximation aggregation (PAA) trans-
formation and the transformation of the numerical data into
a string representation. SAX creates a compressed symbolic
representation of time series data by taking the average of data
windows. The averaged PAA data is then split vertically. The
break lines are distributed vertically according to the Gaussian
distribution. Each window is assigned a letter, depending on
which break line the average of the window resides under.
This process is depicted in Figure 2. The main advantages
of SAX are low processing costs and high data reduction
while retaining the main features. SAX leads to dimensionality
and numerosity reduction and is the building block for many
pattern and outlier detection algorithms ([6], [7], [8], [9]).
The computation of a SAX word involves the process of reducing
the dimensionality of a time-series by averaging the data; this
is shown in the following: SAX transforms a time-series $X$
of length $n$ into a reduced vector $\mathbf{X} = (\bar{x}_1, \bar{x}_2, ..., \bar{x}_m)$
with length $m$. Each element $\bar{x}_i$ is calculated with the formula
shown in equation 1.

$$\bar{x}_i = \frac{m}{n} \sum_{j=n/m(i-1)+1}^{(n/m)i} x_j$$

By applying the process to the series $X = (4, 8, 3, 2, 1, 1, 1, 1, 1, 1, 10, 5)$ with length $n = 12$ and

...
Fig. 1: Dimensionality Reduction Process of SAX

(a) The blue line represents 100 data points of a sine curve. The green (dotted) line is the curve after normalisation

(b) The normalised curve is divided into 9 windows. Each window represents the mean of 100/9 datapoints from the original data. That leads to a compression rate of m/n 9/100

(c) The output windows of the PAA is then divided vertical. Each segment is assigned to a letter. The segment in which the curve is in per window forms the SAX word, in this case CDDCBAAAB

Subsequently, the data gets transformed into a symbolic representation, according to the break lines defined by the Gaussian distribution shown in Figure 1. In this example the output vector is transformed into the symbolic representation CBAAC, this eases the indexing and the comparison between different time-frames, though, this is not the focus of this work.

The drawback of the initial SAX algorithm is the use of a fixed length of m that leads to the same aggregation level even in the case of low activity in the data. In the aforementioned example the values (1,1,1,1,1,1) are reduced to (1,1,1) where it could have been aggregated to one value. This is due to the fixed length of m. In our approach we introduce a variable length m to get a smaller reduced vector at times where there is low activity in the data. In the following section we select an appropriate method to reflect the activity in the data and modify SAX for a variable granular selection of m. In our approach we aggregate the sensor data with the help of SAX applied to the data and include it in a multi resolution message depicted in Figure 1.

III. Multi-Resolution Data Communication

The aim of this work is to reduce the amount of data by having a high granular representation of the sensor measurements at times when there is high data activity and a lower granular representation in times of low activity. This requires a message format that stores the period when the observations have taken place and the SAX representation. Due to the differing lengths of the SAX patterns, the observation period is required to reconstruct the original data from data that has variable granularity.

To select the different levels of granularity a method has to be introduced that based on the data activity chooses the right length m of the reduced data. In the following the details of the message format and the variable granularity selection method are described.
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A. Multi-Resolution Message

The message includes the pattern id, obtained by CRC32 hashing the start and end time of the window and the sensor device id, the base32 representations of the pattern period, device id and gateway id, and as the payload the SAX representation over that period. In case higher resolution data (i.e. raw data, or a higher SAX resolution) are required, the raw data is stored in the local cache of each sensors and can also be transmitted. The node can be queried with the pattern id from the multi-resolution message to obtain more precise values.

B. Variable Granularity Selection

In order to choose the right granularity and therefore estimate the length of the reduced vector m, the correct method to measure the activity in the data has to be selected. In the case of high data activity a finer granular representation is desired, thus m has to be close or equal to n. In the case of low or no activity, m has to be low or close to 1.

To measure the activity in the data we pre-selected four statistical methods that can give insights about the activity in the data, namely variability measured as variance \( \text{var} \), maximum \( \text{max} \), minimum \( \text{min} \) and mean \( \text{mean} \). The particular selection of m according to the different methods is described and discussed in terms of its applicability as follows:

1) \( \text{max} \): Firstly, an average maximum of historical data is identified. If the currently observed data frame is close
Fig. 3: Granularity selection based on the quartiles of the data distribution for the variance

\[ f(\text{var}) = \begin{cases} 
    m_{\text{low}}, & \text{if } \text{var} \leq Q_1 \\
    m_{\text{medium}}, & \text{if } \text{var} \leq Q_2 \\
    m_{\text{high}}, & \text{if } \text{var} \leq Q_3 \\
    n, & \text{otherwise} 
\end{cases} \]

To or higher than the previously identified maximum \( m \) is chosen closer to \( n \) to achieve the desired high granularity. However, the application of this method is only useful for data that has interesting outliers higher over a certain threshold; for example, this could be applied to presence data where presence could be identified using local maxima.

2) **min**: Selecting \( m \) based on the minimum has the same applications as choosing the maximum value discussed above; however it is applicable where a higher granularity should be achieved for small values.

3) **mean**: Taking the mean to select the granularity will result in a higher granularity data values that are stationary around a certain value. This reduces the granularity in cases where there are many outliers.

4) **var**: The variability measure defines how far values are spread out. This can be used to create a higher granularity in values that are more distant to the mean of the data. This includes the features of the min, max approaches. However, it does not favour values that are around the mean. In this work, we assume that the values away from the mean are more interesting and those values should be represented with a higher granularity then data that is close to the mean.

To select \( m \), we introduce functions for each statistical method that lead to a higher granularity based on the distribution of the data. In figure 3 the function to select the granularity and thus \( m \) according to the variance is shown. In the case that the variance is in the first quartile of the distribution a smaller \( m \) is selected. If the variance is within the range of second quartile then a medium \( m \) is selected.

IV. Evaluation

Before we evaluate our approach we show that changing the output length \( m \) has an impact on the data size and the data reconstruction. We use several data sources, namely presence, power consumption, light level and noise level measured in an office environment over 6 weeks resulting in 280000 samples. We divide the dataset into 50 frames with a length of 560 samples. We show in the top graph in figure 4 how the correlation between original data and reconstructed data created by using a length \( m \) from 1 (lowest granularity/frame) to 560 (using the full frame). In the bottom graph the data size under the different lengths \( m \) is depicted.

We evaluated our approach in two steps. First, we study the extension of SAX with a variable output length \( m \) using different granularity selection methods as mentioned in section III.b. The data reduction size and the Pearson correlation between original and reconstructed data from the dimensionality reduction algorithm are used as evaluation metrics.

We then evaluate a communication scenario with the multi-resolution messages introduced in section III.a by measuring the traffic size in a real-world setup on Telos B nodes.

A. Variable Granularity Selection

It is important to select the right function to detect activity in the data and chose the variable length \( m \) for the dimensionality reduction algorithm. We use a dataset obtained from a presence (passive infra-red) sensor deployed in an office environment. The dataset contains 55000 data samples measured over one week. The data is transformed into a reduced dataset using the SAX algorithm. However, instead of using a fixed window length \( n \), we choose a variable length \( m \) by measuring the data activity. The data activity is measured using the common statistical methods \( \text{var}, \text{mean}, \text{max} \) and \( \text{min} \). After the transformation, we compare the similarity of the original and reconstructed dataset by using Pearson correlation and also compare the size of the original and reconstructed datasets. By choosing the \( \text{var} \) as selection method, the dataset is reduced by 36% with a correlation factor of 0.94. For \( \text{mean} \) 27% and 0.95; For \( \text{max} \) 0.68% and 0.92; And for \( \text{min} \) 29% and 0.99 respectively. As discussed earlier, does the reduction and reconstruction strongly depend on the underlying dataset and this evaluation of only one dataset can be insufficient. This explains the large reduction and high correlation when choosing the min approach. However, we argue that, as a general approach, the variability of the data, thus outliers in respect to the mean, reflects the range of most interesting values.

In Figure 5, we show the data and the changing granularity of the window length with the variance method. In times of high activity the granularity rises and vice versa in times of low activity.

B. Multi-Resolution Message

We evaluated our approach by simulating data transmission from Telos B nodes running the TinyOS operating system. During the simulation we collected the data from the temperature sensor on the Telos B node every hour for 30 days, leading to 720 samples. Each raw data sample to be transmitted includes timestamp, value, device id and gateway id (where the data is submitted to) with a size of 22 byte per sample and 15.840 bytes during the whole sampling period.

We ran our simulation with different window lengths over the same 720 samples. We created a pattern payload with the multi-granular SAX representation. Our results show that we can reach a reduction in transmission traffic of the data by sending our messages. Instead of transmitting 15.840 bytes we could reduce the size to 10.240 bytes (36%) and a correlation factor of 0.93. However, if more precise data is required, the user/application can query the sensor that caches the raw data.
Fig. 4: Impact on data size and correlation of reconstructed data by using different window length $m$

Fig. 5: Change of the window length $m$ (red) over the dataset, showing smaller $m$ for less active areas and higher $m$ for more active areas

V. CONCLUSIONS

In this work we introduce a multi-resolution message format that represents data observations aggregated into high granular representations in times of high data activity and coarse granular representation in times of low activity. This leads to a reduction in traffic from the sensor devices to a sink/gateway node by maintaining high reconstruction rates of the original data. We show that it is important to choose the right method to measure activity in the data, and that it is dependent on the dataset. However, if the main interest in the later processing is in the outliers of the observed data we recommend selecting the variance as a measurement for data activity. Future work has to evaluate this statement by taking larger and more diverse data sets into account. As a possible solution to finding the right measurement, statistical tests such as the t-test could be applied to identify similar distributed datasets in order to apply the best activity measurement function. Also, the entropy of data could be taken into account when selecting the length of the output vector based on the entropy level of the data.
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