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ABSTRACT

Correct labelling of multiple people from different viewpoints
in complex scenes is a challenging task due to occlusions, vi-
sual ambiguities, as well as variations in appearance and il-
lumination. In recent years, deep learning approaches have
proved very successful at improving the performance of a
wide range of recognition and labelling tasks such as per-
son re-identification and video tracking. However, to date,
applications to multi-view tasks have proved more challeng-
ing due to the lack of suitably labelled multi-view datasets,
which are difficult to collect and annotate. The contributions
of this paper are two-fold. First, a synthetic dataset is gener-
ated by combining 3D human models and panoramas along
with human poses and appearance detail rendering to over-
come the shortage of real dataset for multi-view labelling.
Second, a novel framework named Multi-View Labelling net-
work (MVL-net) is introduced to leverage the new dataset and
unify the multi-view multiple people detection, segmentation
and labelling tasks in complex scenes. To the best of our
knowledge, this is the first work using deep learning to train
a multi-view labelling network. Experiments conducted on
both synthetic and real datasets demonstrate that the proposed
method outperforms the existing state-of-the-art approaches.

Index Terms— Multi-view network, synthetic dataset,
multi-view labelling, multiple people labelling

1. INTRODUCTION

Multi-view multiple people labelling is a challenging task
aiming to detect and label multiple people from different
viewpoints in complex scenes. Existing 3D computer vision
approaches such as shape reconstruction and depth estimation
have been predominantly aimed at modelling a scene contain-
ing a single person [1, 2, 3]. However, real-world applications
typically contain many people appearing simultaneously in
the scene, often with some complex interactions. There are
three main difficulties to address in multiple people multi-
view labelling: First, building a suitable multi-view dataset
with multiple people that can be leveraged to train dedicated
architectures; Second, correctly detecting bounding boxes
for multiple people in complex scenes; Third, finding re-
liable correspondences for multiple people from multiple
viewpoints under wide baseline.

Fig. 1. Illustration of the proposed method. In the provided
three views, the same person is labelled using a bounding
box with consistent colour. A solid line indicates a correct
matching pair (whose confidence score has been marked with
a tick), while a dashed line indicates a non-matching pair
(whose confidence score has been marked with a cross).

Although few approaches have directly tackled multi-
view multiple people labelling, the related problem of iden-
tifying correspondences for people from multiple cameras
has been explored in the person re-identification (re-id) task
which is concerned with finding suitable features to represent
appearance similarity across different cameras for multiple
people. By using deep neural networks, the performance for
person re-id has been improved in recent years [4, 5, 6, 7, 8].
However, these methods require correctly cropped bound-
ing boxes with similar backgrounds seen from the different
cameras. Besides, unlike the task considered in this paper,
the bounding boxes from the images captured from different
cameras do not relate to the same scene. More importantly,
in person re-id, each person in the dataset bears a specific
identity for the network to learn, while our task is concerned
with consistently labelling people across views without prior
information on their identities. Unlike person re-id which
learns discriminative features with given IDs, the proposed
method learns matching confidence only based on binary
ground truth. Moreover, person re-id fails to exploit multi-
view correspondences from cropped bounding boxes and
non-overlapping cameras.

In multi-view tasks, conventional methods use multi-view
geometry from calibration information such as ground plane
homographies, epipolar lines or 3D positions to infer multi-
view correspondences [9, 10, 11, 12]. However, when the
detection is inaccurate or occlusions occur, geometry-based
methods are prone to fail. Existing works on multi-view la-

Jean-Yves
Text Box
© 2021 IEEE.  Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted component of this work in other works.Published in: 2021 IEEE International Conference on Image Processing (ICIP), pages 3682–3686, 2021. DOI: https://doi.org/10.1109/ICIP42928.2021.9506140



Fig. 2. Proposed MVL-net architecture. The proposed MVL-net consists of three main parts, namely, multi-view feature
extraction (receptive net, feature net and random mask), calibration fusion (calibration vector and subsequent neural network),
and matching net. The network also includes a global branch (shaded in green) and a local branch (shaded in red). The inputs
for the network are pairs of images from two viewpoints, and the outputs are predicted matching confidence scores for instance
pairs between two views.

belling and multi-view video tracking use either multi-view
geometry constraints or pre-trained person re-id features to
obtain the multi-view correspondences [13, 14, 15]. To the
best of our knowledge, learning consistent feature representa-
tions for multi-view multiple people labelling from raw multi-
view images has not been exploited in existing works. A core
challenge which has prevented the training of multi-view net-
works is the lack of datasets for multi-view labelling. Un-
like single-view data, multi-view data acquisition and ground
truth labelling is a difficult and expensive process. Conse-
quently, in the multi-view domain, synthetic data is widely
used to overcome the shortage of real data and the associated
difficulties.

In this paper, we propose a new approach to build a syn-
thetic multi-view dataset and we introduce a novel architec-
ture for multi-view multiple people labelling called MVL-net.
The dataset is generated by combining 3D human models in
various poses and background images along with a calibra-
tion setup and realistic rendering. Ground truth data includ-
ing bounding box, segmentation, people correspondence and
camera calibration are generated across all views. In the net-
work, we combine several tasks including bounding box de-
tection, semantic segmentation and matching prediction for
multiple people in complex scenes. The contributions are
as follows: First, we introduce the first large-scale synthetic
multi-view dataset (MV3DHumans) for multi-view labelling
of multiple people in various scenes. Second, a novel deep
neural network that comprises a sophisticated design is pro-
posed to unify the multi-view multiple people detection, seg-
mentation and labelling tasks. Third, an evaluation is con-
ducted to demonstrate the advance over the state of the art on

both synthetic and real datasets.

2. METHODOLOGY

In this paper, we propose a unified framework for simulta-
neous multiple people detection, segmentation and labelling
called MVL-net. The proposed MVL-net is based on image
pairs acquired from different viewpoints, and can be trained
using our proposed synthetic multi-view multiple people
dataset to overcome the shortage of real-world training data.

2.1. Synthetic Multi-View Dataset Generation

To improve the generalisation of multi-view multiple people
detection and labelling with respect to arbitrary human poses
and actions, we introduced a new dataset, Multi-View 3D Hu-
mans (MV3DHumans). This is the first large-scale multi-
view multiple people dataset with synchronized cameras, suit-
able to train a detection and labelling network. Our approach
achieves high-quality rendering by using Blender to combine
synthetic human models with clothing and hair details, com-
positing them against different realistic backgrounds, and an-
imating them to perform different actions.

The dataset is generated for various numbers of people (4,
6, 8 and 10) randomly positioned in the scene, using different
3D models of male and female characters with variations in
clothing, pose and textures. In each frame, each scene is ren-
dered into 16 camera views with in each case RGB images,
instance segmentation masks, camera calibration and people
correspondence. The MV3DHumans dataset is available at
https://cvssp.org/data/MV3DHumans.



Fig. 3. Proposed MV3DHumans dataset generation frame-
work. a) T-Pose human model generation, b) 3D models in
action, c) Realistic rendering using environmental lighting, d)
Images rendered from multiple viewpoints.

2.2. Multi-View Labelling Network (MVL-net)

The proposed MVL-net is built upon Mask R-CNN [16]
generalised with a powerful labelling branch consisting of
multi-view feature extraction, calibration fusion and match-
ing net for multi-view multiple people matching. The number
of people and their visibility from different viewpoints being
unknown, it would be intractable to attempt to directly learn
a fixed label for each person in the scene as done in person
re-id. Instead, a matching confidence score is introduced to
predict matching across multiple people. The architecture of
the proposed multi-view network is shown in Figure 2.
Multi-View Feature Extraction To distinguish multiple
people in the scene from different viewpoints, it is important
to use a discriminative feature that is robust to viewpoint
changes. Our network achieves this through the introduction
of three key components: a receptive net, a random mask
and a feature net. Specifically, to increase the receptive field
of our MVL-net, we take advantage of multiple feature map
outputs from the backbone and select the K region of interest
(ROI) features with highest confidence scores. The top K
feature maps, which capture a person’s features in different
shapes and details, are first fed into a 3D convolution layer to
obtain a fine grained ROI feature. Then, 2D convolutions are
performed to extract discriminative features for each person.
Convolution weights are shared across views for ease of gen-
eralisation and computation. To further refine the features,
a local branch is added to encourage the network to learn
local and robust information, via use of a random mask as
proposed in [8]. For multi-view feature learning, triplet loss
is used as the loss function.
Calibration Component Calibration information can pro-
vide cues to infer correspondence between views. In the
proposed method, a geometry feature vector obtained from
calibration information is integrated into our MVL-net, so as
to assist multi-view labelling. For each bounding box, points
corresponding to its middle vertical are sampled to obtain a
geometry distance representation for a pair. Moreover, the
calibration information is also employed in the final predic-
tion and decision for labelling each pair of people, based on
the Euclidean distance between the estimated epipolar line

and the corresponding point.
Matching Net Besides providing a measure of person simi-
larity by extracting the feature distance, we utilise a matching
net to accommodate features representing people from mul-
tiple views. For each pair of people, we first combine their
features and obtain a 4-dimensional feature map, of size
C × 2 × W × H , with depth equal to 2, and C, W and
H respectively denoting the number of channels, width and
height. Assuming that there are N1 people detected in View 1
and N2 people in View 2, we obtain N = N1×N2 candidate
pairs between the two views resulting in a combined feature
map of sizeN×C×2×W ×H . As an input to the matching
net, the composed 3D convolution layer with a depth kernel
of size 2 is used to obtain features for a pair. The weights are
shared with the global and local branches. Then, global fea-
tures, local features and geometry features from calibration
component are aggregated as a pairwise similarity feature
and then fed into two fully connected layers for matching
confidence prediction. For matching confidence prediction,
binary cross entropy is used as the loss function.

2.3. Multi-View Distance Measurement

To measure the multi-view distance for each pair, the epipolar
geometry is also used to calculate the distance with regards to
two key points, namely the top mid-point and the bottom mid-
point. The distance similarity score for each point is defined
as a piece-wise linear function which is, 1 when the distance
is less than a threshold τ ; 0 when the distance is larger than
5τ ; and linear from 1 to 0 between τ and 5τ . The distance
similarity score Sd for a pair is defined as an average of the
distance similarity scores of the two key points. Denoting by
Sm the predicted matching confidence score, the similarity
score for label assignment to a pair is then obtained as the
geometric mean Sl =

√
Sm × Sd.

3. EXPERIMENTAL EVALUATION

3.1. Experimental Setting

Implementation Details The hyper-parameters and archi-
tecture for the backbone, bounding box head and mask head
are identical to those used in Mask-RCNN-FCN. We use the
model trained on the COCO person dataset as a pre-trained
model. We train the MVL-net for 27, 000 iterations using
synthetic image pairs, in which the batch size for both train-
ing and testing is set to 2.
Dataset In both training and testing datasets, 16 cameras are
set up around the scene. The calibration parameters in train-
ing and testing datasets are identical. For training, 600 frames
are generated based on 300 models and 35 panoramas. For
testing, 300 frames are generated based on 100 models and
20 panoramas. The models and panoramas used for training
and testing data generation are different.



Fig. 4. Qualitative results for multi-view labelling in 22.5◦ synthetic, 45◦ synthetic, 67.5◦ synthetic, 90◦ synthetic, campus,
terrace and basketball datasets.

Baselines Due to the lack of approaches focusing on multi-
view multiple people labelling, we compared our work with
several recent deep learning based person re-id methods,
namely, Batch DropBlock network (BDB) [8] and Relation-
Aware Global Attention (RGA) [17]. As person re-id methods
are based on cropped bounding box rather than raw images,
we first extract bounding boxes using Mask R-CNN, and
then predict the labelling through the person re-id feature
distance. The Hungarian algorithm is then used to extract
label assignments. We also compare our method with the
traditional multi-view multiple people methods, Probabilistic
Occupancy Map (POM) [18] and Trained Single-view Net-
works with Multi-view Constrains (SNMC) [15].
Metrics Multi-view labelling tasks focus on labelling people
in images from two (or multiple) different viewpoints. There-
fore, precision and recall are used to measure performance.
To this end, we first define the correctly detected people in
the scene given the ground truth and an overlap threshold of
0.5. Then, based on the correctly detected bounding box, the
correct number of matching people is calculated. If a person
is visible in one view but occluded (or out of camera range)
in the other view, it is regarded as correctly labeled only if it
has no matching person in the other view. Precision is then
calculated as the ratio of the number of correctly labelled
people Nc to the total number of detected people Nd, i.e.
Precision = Nc/Nd, while recall is calculated as the ratio
of the number of correctly labelled people Nc to the ground
truth number of people NGT , i.e. Recall = Nc/NGT .

The Hungarian algorithm is used to identify correct as-
signments from all candidate pairs, with a minimum match-
ing confidence score (set to 0.1) to filter invalid assignments
due to some people being only visible in a sub-set of views.

3.2. Evaluation on Synthetic Data

Qualitative results are shown in the first two columns of Fig-
ure 4. From these examples, it can be observed that the pro-
posed method is able to handle wide baselines and severe oc-
clusions in crowded scenes. The quantitative results for syn-
thetic data are reported in Table 1. These indicate that the
proposed method outperforms all the baseline methods.

Table 1. Comparisons for multi-view multiple people la-
belling on the synthetic dataset (P=Precision, R=Recall).

Methods 22.5◦ 45◦ 67.5◦ 90◦

P R P R P R P R
POM [18] 46.86 26.58 32.10 19.17 26.07 16.16 24.49 15.68

SNMC [15] 83.18 86.73 81.16 84.89 80.18 83.97 79.72 83.49
BDB [8] 83.17 87.06 80.45 84.31 78.84 82.67 78.49 82.32

RGA [17] 83.25 87.14 80.55 84.43 79.14 82.97 78.64 82.47
Proposed 94.31 95.17 93.73 94.68 93.85 94.98 93.75 94.75

Table 2. Comparisons for multi-view multiple people la-
belling on the real datasets (P=Precision, R=Recall)

Methods Campus Terrace Basketball
P R P R P R

POM [18] 72.01 70.26 67.81 49.90 59.04 22.01
SNMC [15] 95.25 94.29 79.24 78.30 73.26 72.33

BDB [8] 92.05 92.09 70.78 69.67 59.09 55.37
RGA [17] 91.62 91.82 64.84 63.70 53.86 50.52
Proposed 95.57 95.66 80.74 79.85 74.85 69.54

3.3. Evaluation on Real Data

To validate our method on real data, we follow the work of
SNMC [15] to uniformly sample 30 frames from campus
(sequence1), terrace (sequence1) and basketball multi-view
videos. The frames without people visible in all views are
removed from the test. The quantitative results on real data
are listed in Table 2. These indicate that the proposed trained
network works well on challenging real data. Qualitative
results are also shown in the last three columns of Figure 4.

4. CONCLUSIONS

In this paper, we have proposed a novel framework for dealing
with multi-view multiple people labelling. This contributes a
novel synthetic dataset with detailed human texture, pose and
panoramic background, as well as, to the best of our knowl-
edge, the first deep neural network for multi-view labelling.
The effectiveness and efficiency of the proposed MVL-net
have been validated on both synthetic and real datasets. Fu-
ture work will investigate how keypoints and video informa-
tion can be leveraged to further improve performance.
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[11] Laura Leal-Taixé, Gerard Pons-Moll, and Bodo Rosen-
hahn, “Branch-and-price global optimization for multi-
view multi-object tracking,” in IEEE Conference
on Computer Vision and Pattern Recognition (CVPR),
2012.

[12] Kyungnam Kim and Larry S Davis, “Multi-camera
tracking and segmentation of occluded people on
ground plane using search-guided particle filtering,” in
European Conference on Computer Vision. Springer,
2006, pp. 98–109.

[13] Francois Fleuret, Jerome Berclaz, Richard Lengagne,
and Pascal Fua, “Multicamera people tracking with
a probabilistic occupancy map,” IEEE trans. Pattern
Analysis and Machine Intelligence, vol. 30, no. 2, pp.
267–282, 2008.

[14] Yuanlu Xu, Xiaobai Liu, Yang Liu, and Song-Chun Zhu,
“Multi-view people tracking via hierarchical trajectory
composition,” in Proc. IEEE Conference on Computer
Vision and Pattern Recognition, 2016, pp. 4256–4265.

[15] Yue Zhang, Adrian Hilton, and Jean-Yves Guillemaut,
“A new approach combining trained single-view net-
works with multi-view constraints for robust multi-view
object detection and labelling,” in VISIGRAPP, 2020,
pp. 452–461.

[16] Kaiming He, Georgia Gkioxari, Piotr Dollár, and Ross
Girshick, “Mask R-CNN,” in Proc. IEEE International
Conference on Computer Vision, 2017, pp. 2961–2969.

[17] Zhizheng Zhang, Cuiling Lan, Wenjun Zeng, Xin Jin,
and Zhibo Chen, “Relation-aware global attention for
person re-identification,” CVPR, 2020.

[18] Francois Fleuret, Jerome Berclaz, Richard Lengagne,
and Pascal Fua, “Multicamera people tracking with a
probabilistic occupancy map,” IEEE transactions on
Pattern Analysis and Machine Intelligence, vol. 30, no.
2, pp. 267–282, 2007.




